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Abstract. This study investigates the flow of Jeffrey nanofluid through the gap between a disk and a cone, incorporating the 
influences of thermophoresis and Brownian motion within the flow system. Suitable variables have used to convert the modeled 
equations to dimension-free notations. This set of dimensionless equations has then solved by using Levenberg Marquardt 
Scheme through Neural Network Algorithm (LMS-NNA). In this study, it has been observed that the absolute error (AE) between 
the reference and target data consistently falls in the range 10-4 to 10-5 demonstrating the exceptional accuracy performance of 
LMS-NNA. In all four scenarios it has noticed that transverse velocity distribution has declined with augmentation in magnetic 
and Jeffery fluid factors by keeping all the other parameters as fixed. It is evident that the optimal validation performance 
2.822710-9 has been achieved at epoch 1000 for the transverse velocity when cone and disk gyrating in opposite directions.  

Keywords: Cone and disk devices; Jeffrey fluid flow; Artificial neural network; Boungiorno model; Heat transfer analysis. 

1. Introduction 

The cone and disk system demonstrates extensive practical and technical utility across various domains. Its applications 
include finely controlling fluid distribution using conical diffusers, accurately measuring viscosity with viscometers, and act 
significantly in the development of cutting-edge medical procedures, as extensively detailed in reference [1]. Examining heat in 
the gap created by a cone and a disk is of utmost importance due to its intricate nature and broad relevance spanning multiple 
engineering and scientific disciplines, as highlighted in Ref [2]. Shaikholeslami [3] utilized hybrid nanoparticles in the 
computational analysis of a solar system equipped with an innovative tabulator. Turkyilmazoglu [4] investigated the fluid flow 
through disk and cone by taking two scenarios namely; static cone moving disk and moving disk static cone and has proved that 
the optimal cooling performance of the geometry is attained when the disk is in a rotating state while the cone remains 
stationary, under the condition that the wall temperatures are meticulously maintained at uniform levels throughout. Srilatha et 
al. [5] analyzed mass and thermal transportations for the flow of fluid in above stated geometry using the thermophoretic motion 
of particles. Moatimid et al. [6] discussed the nanofluid flow through disk-cone gap and observed that the rotational factors are 
observed to lead to a reduction in radial velocity and heat flow. The heat transfer for fluid flow amid cone and disk involves the 
exchange of thermal energy between the fluid and the surfaces of the disk and cone [7]. Shaikholeslami [8] investigated 
computationally concentrated solar photovoltaic structure with MWCNTs nanoparticles suspended in paraffin. Mandal et al. [9] 
discussed bio-convective nanofluid flow with impacts of microorganisms and activated energy and have noticed that with a slight 
change in bio-convective Brownian number there is a huge decline in Nusselt number (almost 96% reduction in it has observed).   

Jeffrey fluid is a type non-Newtonian fluid that exhibits viscoelastic properties, implying that their response to shear stress is 
nonlinear and can be impacted by element like the rate of deformation. Jeffrey fluids are frequently utilized to model complex 
fluid behaviors in various scientific and engineering applications. In the realm of Jeffrey fluid flow, the fluid's behavior is 
elucidated using the Jeffrey fluid model, a mathematical framework that considers the fluid's shear-thinning and viscoelastic 
characteristics [10]. This model typically incorporates parameters defining the fluid's viscosity and elasticity. Researchers and 
engineers delve into Jeffrey fluid flow in diverse fields, and it serves as a valuable tool for gaining comprehensions in the behavior 
of fluids that differ from the simple linear relationship amid strain and stress exhibited by Newtonian fluids like oil or water [11-
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13]. Agarwal et al. [14] inspected computationally the MHD Jeffery fluid flow on an elongating sheet with micro-rotational and 
thermally radiative effects and highlighted that flow panels have diminished and thermal distribution has escalated with 
progression in Jeffery and porosity factors. Benal et al. [15] discussed MHD Jeffery fluid flow in a permeable medium on an 
expanding surface and perceived that velocity panels have amplified with progression in the Jeffery factor. Heat transfer in Jeffrey 
fluid flow refers to the process of thermal energy transfer within a flow of Jeffrey fluids, which are non-Newtonian fluids 
demonstrating elastic and viscous features under deformation [16, 17]. Heat transfer in Jeffrey fluids has applications in various 
fields, including polymer processing, biomedical engineering (studying blood flow), and industrial processes where non-
Newtonian fluids are involved [18].  

Artificial Neural Networks (ANNs) represent a significant breakthrough in artificial intelligence, demonstrating remarkable 
adaptability in acquiring knowledge from both internal and external data flow during the learning process [19]. In engineering 
applications, the use of ANNs for predicting fluid flow holds promise and efficiency [20]. ANNs have proven their capability to 
capture intricate nonlinear relationships within fluid flow data, making them valuable tools for modeling and forecasting fluid 
behavior. Through training on extensive datasets encompassing flow parameters, boundary conditions, and corresponding fluid 
flow patterns, ANNs develop the ability to approximate the underlying principles governing fluid dynamics. In the ANN 
architecture, the input layer receives various flow variables like velocity, pressure, and temperature, while hidden layers extract 
meaningful features and correlations [21]. The strength of ANNs lies in their capacity to generalize and provide accurate 
predictions even with limited or noisy data. To enhance the accuracy and robustness of ANN models, a careful selection of 
network architectures, activation functions, and optimization algorithms is conducted during the design phase. Moreover, 
integrating domain expertise and combining ANNs with physics-based models can further improve the network's performance. 
This adaptability positions ANNs as promising tools for addressing a wide range of fluid flow scenarios, making them valuable for 
design optimization, flow control, and real-time flow prediction in practical engineering applications [22]. Samanta and Mondal 
[23] developed a predictive model by using ANN and the bivariate spectral quasi-linearization method. This model is designed for 
the analysis of compressible turbulent boundary-layer flow over a smooth flat surface. Among various approaches, the Levenberg–
Marquardt supervised neural networks algorithm (LMS-NNA) stands out as an advanced optimization technique used for training 
ANNs. It combines principles from the Levenberg-Marquardt (LM) algorithm and backpropagation to efficiently update the 
network's weights during training. The primary objective of LMS-NNA is to diminish error between the neural network's 
anticipated outcomes and the actual target values within a supervised learning framework. Mishea and Mondal [24] have used 
ANN to compute the solution for nanofluid flow with engine oil as base fluid and nanoparticles of ZrO2, Fe3O4 and have noted that 
ANN is the best approach for prediction of drag friction and Nusselt number.  ANNs offer a powerful and efficient method for 
examining the intricate interplay of electromagnetically influenced and chemically reactive fluid flow around an elongated 
cylinder [25]. ANNs can be leveraged to model and predict complex flow patterns, temperature distributions, and species 
concentrations near the stretching cylinder [26]. For instance, Aljohani et al. [27] utilized backpropagation LMS-NNA (ANN) to 
compute coating wire system behavior in the context of Sisko fluid flow on a sheet. Similarly, Sulaiman et al. [28] investigated 
thermal transport behavior in fluid flow over a surface through supervised neural network techniques. 

The relation between fluid dynamics and particle behavior becomes more complex when considering fluid flow influenced by 
Brownian motion and thermophoresis [29]. Brownian motion introduces unpredictable thermal fluctuations, leading suspended 
particles to undergo erratic movements within the fluid. These movements have the potential to enhance particle dispersion and 
diffusion, impacting processes like mixing and particle transport. On the contrary, thermophoresis results from temperature 
gradients in the fluid, causing particles to migrate from higher to lower temperature regions. This phenomenon significantly 
affects particle distribution and concentration in a fluid, particularly in applications involving heat transfer or combustion. When 
combined, Brownian motion and thermophoresis contribute to intricate interactions between particles and fluid, playing crucial 
roles in various fields such as aerosol science, colloid chemistry, and nanotechnology. In these domains, precise control of particle 
behavior within a fluid is essential for comprehending and optimizing processes and applications [30-31]. Magodora et al. [32] 
examined computationally the nanofluid flow with gold-nanoparticles on a spinning disc with impacts of activation energy and 
observed that with escalation in activation energy there has been an augmentation in concentration panels while a reduction in 
thermal distribution. Shaikholeslami [33] used a novel numerical scheme for analysis of nanoparticles flow with influence of 
magnetic effects on a permeable sheet and has detected that Bejan number has augmented with growth in conduction. Almakki 
et al. [34] examined production of entropy and effects of dissipation on dual diffusive nanofluid flow on gyrating spherical 
surface. Shaikholeslami [35] examined computationally MHD Al2O3/H2O nanofluid flow on porous surface. The author of this work 
has used an innovative technique to evaluate the modeled problem. Brownian motion, driven by thermal fluctuations, leads to 
the haphazard motion of mixed particles within the fluid, contributing to enhanced heat transfer due to increased convective 
mixing. Additionally, thermophoresis, induced by temperature gradients, causes particles to migrate within the fluid, altering the 
local temperature distribution. This migration can influence heat transfer by affecting the concentration and distribution of 
particles. Falicita et al. [36] discussed Williamson nanofluid flow with impacts of slip constraints, thermophoresis, convection, and 
Brownian motion. Ibrahim et al. [37] studied the impact of thermophoresis and Brownian motion on fluid flow on an extending 
sheet with heat generation and chemical reactivity.  Almeida et al. [38] examined micro-rotational MHD fluid flow in association 
with thermophoresis and Brownian motion through a channel.   

The literature review revealed that there has been no prior discussion on the flow of Jeffrey fluid through the gap of a disk 
cone, and that is the main novelty in current investigation. What sets this research apart further is the incorporation of cutting-
edge machine-based neuro-computation techniques. By leveraging advanced computational methodologies, our study aims to 
transcend the limitations of traditional approaches, enhancing the robustness and uniqueness of our findings. This state-of-the-
art technique not only elevate the sophistication of the analysis but also provide a more nuanced understanding of the complex 
collaborations within the Jeffrey fluid flow in the disk cone gap. Brownian motion and thermophoresis phenomena have used to 
regulate the thermal characteristics of the flow system. In this work the Jeffrey nanofluid flow is considered through the gap of 
disk and cone with different impacts. Four different scenarios have used in this work for both cone and disk rotation. Suitable 
variables have used to convert the modeled equations to dimension free notations. This set of dimensionless equations has then 
solved by using Artificial Neural Networks (ANNs). For this, initially HAM technique has used for evaluation of modeled equations 
and then to analyze the dynamics of flow Levenberg Marquardt Scheme through Neural Network Algorithm (LMS-NNA) has 
employed. A specific potential application of the current study in real-world engineering and industry could be in the design and 
optimization of advanced thermal management systems. The insights gained from this study could be applied to enhance the 
efficiency of cooling systems in electronic devices, such as microprocessors, where the control and understanding of nanofluid 
flow characteristics play a crucial role in preserving optimum temperatures. The use of artificial neural networks in this context 
could contribute to the development of more intelligent and adaptive cooling solutions for electronic components, improving 
overall performance and reliability. 
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(a) 

 

(b) 

Fig. 1. (a) Geometric configuration of the flow problem, (b) the flow chart. 

2. Problem Formulation 

Take Jeffrey's fluid flow within the gap of disk-cone apparatus, where these devices are oriented at an angle γ  to each other. 
Brownian motion and thermophoresis phenomena are employed to control the thermal characteristics of the flow system. The 
disk is located at z = 0 and is rotating at an angular velocity ω  perpendicularly. Simultaneously, the cone is gyrating at an angular 
flow Ω  in axial direction, as illustrated in Fig. 1(a). Figure 1(b) is the flow chart of the problem. Here ( , , )r zθ  are selected as 
coordinates of flow. The flow is investigated under four distinct scenarios regarding the rotations of the disk-cone apparatus.  

By incorporating all of the aforementioned assumptions, we have [4, 5, 39- 41]: 
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The model’s physical conditions are defined as: 
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where ( , , )u v w  are components of flow along ( , , ),r zθ  respectively, *,λ λ  are the retardation and relaxation times, , ,pC υ ρ  are heat 
specific, kinematic viscosity and density, k  and σ  are thermal and electrical conductivities. Variables for transformation are 
described as: 
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The above velocity at the surface is depicted by Uw. By employing Eq. (8) within Eqs. (1) to (6), we obtain the following relations: 
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The boundary constraints, in their transferred form, can be elucidated as follows: 
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in which * 2
1 /w fU vλ λ= =Maxwell factor, λ = Jeffery fluid parameter, /t T fN D T v Tτ ∞= ∇ = thermophoresis factor, 

/Bb fN D C vτ= ∇ = Brownian motion factor, Pr ( ) /pf f fc kµ= = Prandtl number, / BfSc v D= = Schmidt number, 2Re / fr vω ω= =  local 
Reynolds number at disk surface and 2Re / fr vΩ = Ω = local Reynolds number at cone surface.  

2.1. Quantities of interest 

The primary objects of paramount importance include tangential skin friction = Cg, radial skin friction = Cf, Nusselt number = 
Nu, and Sherwood number = Sh. The mathematical expressions for these quantities are given as: 

2 2

22 2
1 0, tan

2 2

12 2
1 0, tan

, where
1

, where
1

fr
rfd

wf z r

f

gd

wf z r

u u u
C u v

U z r z z

v v v
C v u

U z r z z

γ

θ
θ

γ

µτ
τ λ

ρ λ

µτ
τ λ

ρ λ

=

=

  ∂ ∂ ∂  = = + +  + ∂ ∂ ∂ ∂   

  ∂ ∂ ∂  = = + +  + ∂ ∂ ∂ ∂   

 (15) 



614 Abeer S. Alnahdi et al., Vol. 10, No. 3, 2024 

 

Journal of Applied and Computational Mechanics, Vol. 10, No. 3, (2024), 610-628 

( )

( )

0, tan

0, tan

, where heat transfer rate

, where mass transfer rate

w
w f

wf z r

w
w B

B w z r

rq T
Nu q k

k T T z

rJ C
Sh J D

D T T z

γ

γ

∞ =

∞ =

 ∂ = =− =  − ∂

 ∂ = =− =  − ∂

 (16) 

where c and d describe cone and disk.  

3. Framework of Artificial Neural Networks (ANNs) 

Recently, ANNs have established a wide range of applications across various industries. ANNs draw inspiration from the    
structure and functionality of the human brain, gaining popularity for their capacity to effectively replicate intricate and 
nonlinear functions. One commonly employed ANN model is the multilayer perceptron (MLP) network. The LMLA-BPNN 
(Levenberg-Marquardt Learning Algorithm with Backpropagation Neural Network) acquires information through the learning 
process and stores it within inter-neuron networks, represented as "weights" in the layers that connect input, hidden, and output 
nodes. These weights are organized as two-dimensional arrays of numerical values, reflecting the "strength" of connections 
between neurons. During computation, these weights are leveraged to calculate the resulting signal values for newly introduced 
input signals. Each layer within the network is interconnected via numerical units referred to as neurons. The network is 
subsequently linked to at least one "hidden layer," within which the actual computation occurs through a system of "weighted 
connections." The "output layer," which is connected to the concealed layers, generates the final output. During the process of 
backpropagation, there is an error correction mechanism between the predicted and target data. This entails fine-tuning the 
network's weights and biases by persistently adjusting the input nodes to minimize the error [42]. The training process continues 
iteratively until the error has been effectively minimized. In this study, various ANN models have been employed to predict the 
behavior of electromagnetically influenced chemically reactive fluid flow through the gap of the disk cone. Optimizing the dataset 
used for training plays a crucial role in influencing the prediction accuracy of artificial neural networks (ANNs). In the current 
problem, ANN model is planned for predicting , Mλ  against ( )g η  in four different scenarios like Re 0, Re 1,ω Ω= = Re 1, Re 0,ω Ω= =

Re 1, Re 2,ω Ω= =  and Re 1, Re 1.ω Ω=− =  The prediction values obtained are subsequently assessed using a range of metrics, 
including regression analysis, gradient analysis, accuracy assessment, fitness evaluation, performance analysis, and histogram 
analysis at the productivity layer. To ensure the ANN model provides precise predictions, it is imperative to optimize the data 
used during its development [43]. Consequently, the data allocated for training the ANN model has been meticulously divided to 
achieve the best possible outcomes. Specifically, 10% of the data is reserved for the testing phase, another 10% for the validation 
phase, and the remaining 80% of the data is utilized for training the ANN model to its fullest potential. The acquired prediction 
values undergo a comprehensive evaluation employing various metrics, encompassing regression analysis, gradient analysis, 
accuracy assessment, fitness evaluation, performance analysis, and histogram analysis at the productivity layer. Ensuring the 
ANN model delivers accurate predictions necessitates meticulous data optimization during its development [43]. As a result, the 
dataset designated for training the ANN model has been thoughtfully partitioned to optimize results: 10% is set aside for the 
testing phase, another 10% for validation, and the remaining 80% is dedicated to training the ANN model to its maximum 
capability. There is no generally recognized approach for determining the optimal number of neurons to use in ANNs [44]. In order 
to tackle the fluidic problem using a sigmoid activation function, the neural networks (NNs) proposed in this study are configured 
with a parallel architecture consisting of ten high-processing neurons. The input values for the sigmoid activation function fall 
within the range of +1 to 0, as depicted in Fig 2. This function displays a smooth, S-shaped, and nonlinear behavior.  

The Levenberg-Marquardt training algorithm, known as LMTA, is a powerful and widely adopted training method in the 
literature, often favored by researchers when designing ANN models [45]. In this ANN model, the Tan-Sig function is employed for 
the hidden nodes, while the Purelin function is used for the output nodes [46]. The transfer functions are configured as follows:  
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Following the development of ANN models, the critical next step is to analyze their prediction performance. The following 
formulas are applied to compute the R and MSE values [47]: 
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Fig. 2. Neural Network Diagram for LMS-NNA. 
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(a) (b) 

  

(c) (d) 

 

(e) 

Fig. 3. Plots LMS-NNA design for ( )g η on transverse velocity ( )g η of the HIE-PNF-NFDDT fluid model when Re 0, Re 1
ω Ω
= =  

(a) MSE outcomes (b) Transition state (c) Error histogram (d) Curve fitting (e) Regression. 

Another essential metric employed to assess the effectiveness of ANN models is the error between the predicted and target 
data, for which the following relationship is utilized: 

exp ( )

exp

%Error rate 100ANN iX X

X

 −  = ×   
 (20) 

4. Interpretation of Numerical Results  

The ANN models are represented visually in Figs. 3(a-e) during the training phase. These figures are crafted to illustrate the 
LMS-NNA, which explains the transverse velocity ( )g η  against the Jeffery fluid parameter λ  of fluid model in terms of MSE 
outcomes, error histograms, transition states, regression analysis, and fitting curves. It is evident from this figure that the 
depiction provides excellent validation. Figure 3(a) is specifically designed to showcase the Mean Square Error (MSE) for scenario
Re 0, Re 1,ω Ω= = with static disk and gyrating cone by keeping 1000 epochs with excellent authentication depiction is 1.684710-9. 
The gradient serves as a vector guiding the network with precise magnitude and direction, aimed at achieving the desired 
evaluation as swiftly as possible. Conversely, "mu" is a parameter that facilitates a specific procedure, and its value accurately 
reflects the solution's convergence.  
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(a) (b) 

  

(c) (d) 

 

(e) 

Fig. 4. Plots LMS-NNA for the impact of M on transverse velocity ( )g η of the HIE-PNF-NFDDT fluid model when Re 0, Re 1
w Ω
= =  

(a) MSE outcomes (b) Transition state (c) Error histogram (d) Curve fitting (e) Regression. 

Figure 3(b) provides a detailed explanation of "mu," gradient, and validation within the context of Re 0, Re 1.ω Ω= =  Error 
histograms offer an additional avenue for assessing the nearness of estimated values to reference values. This graphical view 
depicts the dissemination of errors, illustrating the deviations of all evaluated values from the zero-error point. Figure 3(c) 
illustrates the error histogram, enabling a comparison of the first scenario's performance with 20 bins. The fitness evaluation 
graphs for the network models depict the errors resulting from disparities between the reference and target solutions. Detailed 
curve fitting information for the current problem is presented in Fig. 3(d). Regression is a graphical technique employed to assess 
the accuracy of estimated values concerning reference values for testing points, validation, and training. The numerical value of 
the regression serves as a measure to evaluate the precision and accuracy of the numerical outcomes. An R value of 1 signifies a 
close match between the estimated values and the reference values, while an R value of 0 indicates a weak association between 
the estimated and reference values. Figure 3(e) illustrates the regression analysis for the scenario Re 0, Re 1,ω Ω= =  pertaining to 
fluid flow through static disk and gyrating cone. The training performances of the ANN model are depicted in Figs. 4(a-e) for 
variation in magnetic factor M against ( ).g η  It is evident from these figures that the optimal validation performance is achieved 
and is 1.323110-10 at epoch 597. These figures are specifically created to illustrate the LMS-NNA, which elucidates the transverse 
velocity of fluid model, comprising MSE findings, error histograms, transition states, regression analyses, and fitting curves for the 
scenario Re 0, Re 1,ω Ω= =  pertaining to fluid flow through gyrating cone and static disk gap. Figures 5(a-e) have been crafted to 
illustrate the LMS-NNA which explains the transverse velocity ( )g η  against Jeffery fluid parameter ( )g η  for the scenario 
Re 1, Re 0.ω Ω= =  These figures are explaining ( )g η  for HIE-PNF-NFDDT fluid model pertaining to fluid flow and encompassing 
MSE results, transition states, error histograms, fitting curves, and regression analysis. It is evident from these figures that the 
optimal validation performance 2.125810-9 has been achieved at epoch 597.  
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(a) (b) 

  

(c) (d) 

 

(e) 

Fig. 5. Plots LMS-NNA design for the impact of ( )g η on transverse velocity ( )g η of the HIE-PNF-NFDDT fluid model Re 1, Re 0
w Ω
= =  

(a) MSE outcomes (b) Transition state (c) Error histogram (d) Curve fitting (e) Regression. 

Figures 6(a-e) have been crafted to illustrate the LMS-NNA which explains the transverse velocity ( )g η  against magnetic factor 
M for the scenario Re 1, Re 0.ω Ω= =  These figures are explaining ( ),g η  for fluid model pertaining to fluid flow and encompassing 
MSE results, transition states, error histograms, fitting curves, and regression analysis. It is evident from these figures that the 
optimal validation performance 6.766110-11 has been achieved at epoch 909. Figures 7(a-e) have been crafted to illustrate the 
LMS-NNA which explains the transverse velocity ( )g η  against Jeffery fluid factor λ  for the scenario Re 1, Re 2.ω Ω= =  These figures 
are explaining ( )g η  for fluid model pertaining to fluid flow through the space between cone and gap, with cone and disk gyrating 
in same directions and encompassing MSE results, transition states, error histograms, fitting curves, and regression analysis. It is 
evident from these figures that the optimal validation performance 6.288310-10 has been achieved at epoch 1000. Figures 8(a-e) 
have been crafted to illustrate the LMS-NNA which explains the transverse velocity ( )g η  against the magnetic factor M for the 
scenario Re 1, Re 2.ω Ω= =  These figures explain ( )g η  for fluid model pertaining to fluid flow and encompassing MSE results, 
transition states, error histograms, fitting curves, and regression analysis. It is evident from these figures that the optimal 
validation performance 2.216910-10 has been achieved at epoch 1000. Figures 9(a-e) have been crafted to illustrate the LMS-NNA 
which explains the transverse velocity ( )g η  against Jeffery fluid factor λ  for the scenario Re 1, Re 1.ω Ω=− =  These figures are 
explaining ( )g η  for fluid model pertaining to fluid flow and encompassing MSE results, transition states, error histograms, fitting 
curves, and regression analysis. It is evident from these figures that the optimal validation performance 1.840910-8 has been 
achieved at epoch 1000. Figures 10(a-e) have been crafted to illustrate the LMS-NNA which explains the transverse velocity ( )g η  
against magnetic factor M for the scenario Re 1, Re 1.ω Ω=− =  These figures are explaining the transverse velocity of the HIE-PNF-
NFDDT fluid model pertaining to fluid flow through the space between cone and gap, with cone and disk gyrating in opposite 
directions and encompassing MSE results, transition states, error histograms, fitting curves, and regression analysis. It is evident 
from these figures that the optimal validation performance 2.822710-9 has been achieved at epoch 1000.  
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Table 1. Consequences of LMS-NNA for different scenarios of NCM-HMTMNFF-NNA. 

Cases 
MSE 

Performance Gradient Mu Epoch Time (s) 
Training Validation Testing 

1 2.482810-10 2.684610-9 1.220310-9 6.4810-10 2.0210-7 1.0010-8 1000 03 

2 1.243510-10 1.323110-10 1.153010-10 1.2410-10 9.8710-8 1.0010-8 597 02 

3 1.736510-9 2.125710-9 1.626910-10 1.7410-9 1.0010-7 1.0010-8 497 01 

4 5.722310-11 6.766010-11 5.268010-11 5.7210-11 9.9710-8 1.0010-9 909 03 

5 6.674110-10
 6.288310-10

 1.004310-9
 6.6710-10

 2.7010-6
 1.0010-9

 1000
 

04
 

6 2.732910-10
 2.216810-10

 2.471810-10
 2.7310-10

 6.1310-7
 1.0010-8

 1000
 

04
 

7 1.431010-8 1.840910-8 1.582210-8 1.4310-8 5.6610-7 1.0010-7 1000 04 

8 4.418510-9 2.822910-9 6.444410-9 4.4210-9 2.2010-6 1.0010-8 1000 04 

 

  

(a) (b) 

  

(c) (d) 

 

(e) 

Fig. 6. Plots LMS-NNA design for the impact of M on transverse velocity ( )g η of the HIE-PNF-NFDDT fluid model Re 1, Re 0
w Ω
= =  

(a) MSE outcomes (b) Transition state (c) Error histogram (d) Curve fitting (e) Regression. 

Table 1 presents a collection of computational values for various factors in the ANN models. The table includes distinct 
computational values for MSE, performance, gradient, and mu, across different epochs (1000, 597, 497, 909, 1000, 1000, 1000, 1000) 
for all the four scenarios comprising of (i) static cone and gyrating disk Re 0, Re 1,ω Ω= =  (ii) static disk and gyrating cone 
Re 1, Re 0,ω Ω= =  (iii) cone and disk move in similar direction Re 1, Re 2,ω Ω= =  (iv) cone and disk move in reverse directions 
Re 1, Re 1.ω Ω=− =  The table is constructed for impacts of variations in Jeffery fluid factor λ  and magnetic factor M against 
transverse velocity distribution ( ).g η   
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(c) (d) 

 

(e) 

Fig. 7. Plots LMS-NNA design for the impact of ( )g η on transverse velocity ( )g η of the HIE-PNF-NFDDT fluid model Re 1, Re 2
w Ω
= =  

(a) MSE outcomes (b) Transition state (c) Error histogram (d) Curve fitting (e) Regression. 
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(e) 

Fig. 8. Plots LMS-NNA design for impact of M on transverse velocity ( )g η of the HIE-PNF-NFDDT fluid model Re 1, Re 2
w Ω
= =  

(a) MSE outcomes (b) Transition state (c) Error histogram (d) Curve fitting (e) Regression. 
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(e) 

Fig. 9. Plots LMS-NNA design for the impact of ( )g η on transverse velocity ( )g η of the HIE-PNF-NFDDT fluid model Re 1, Re 1
w Ω
= − =  

(a) MSE outcomes (b) Transition state (c) Error histogram (d) Curve fitting (e) Regression. 
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(e) 

Fig. 10. Plots LMS-NNA design for the impact of M on transverse velocity ( )g η of the HIE-PNF-NFDDT fluid model Re 1, Re 1
w Ω
= − =  

(a) MSE outcomes (b) Transition state (c) Error histogram (d) Curve fitting (e) Regression. 
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Figures 11 to 18 have been sketched to illustrate the impacts of different emerging factors on transverse velocity distribution. 
These variations in ( )g η   have been evaluated against different values of magnetic factor M and Jeffery fluid factor λ  in different 
scenarios namely; (i) static cone and gyrating disk Re 0, Re 1,ω Ω= =  (ii) static disk and gyrating cone Re 1, Re 0,ω Ω= =  (iii) cone and 
disk move in similar direction Re 1, Re 2,ω Ω= =  (iv) cone and disk move in reverse directions Re 1, Re 0.ω Ω=− =  In the first 
scenario the cone is static and disk is spinning i.e. Re 0, Re 1ω Ω= =  as portrayed in Figs. 11 and 12, with influences of λ  and M 
against ( ).g η  From Fig. 11, it is quite obvious that ( )g η  weakens with greater values of .λ  Clearly λ  characterizes the rheological 
behavior of the fluid. In case of transverse velocity distribution, the factor λ  reveals the fluid's confrontation to deformation 
when subjected to shear forces. A higher λ  indicates a higher resistance to shear deformation. Therefore, when the λ  upsurges, 
it means that the fluid becomes more resistant to shearing. This resistance results reduction in ( ).g η  In other words, the fluid is 
less prone to flow in the transverse direction under the same external conditions. It becomes more viscous in response to shear 
forces, and this stiffness limits the lateral movement of fluid particles. Hence, with the upsurge in λ  a reduction in ( )g η  has been 
noticed. Figure 12 examines the impact of M against ( ).g η  An increase in M signifies the strengthening of magnetic forces within 
the fluid. These magnetic forces induce Lorentz forces that act perpendicular to both the magnetic field and the fluid velocity, 
effectively restraining the transverse movement of fluid particles. As M grows, these restraining forces become more prominent, 
inhibiting the natural tendency of fluid particles to disperse or move transversely. This leads to a decline in ( ),g η  as the fluid 
particles are compelled to align more closely along the magnetic field lines and move predominantly in the axial direction of the 
gap. Actually, the observed retardation in the transverse velocity of fluid flow through the disc and cone gap, stemming from the 
increasing magnetic factor and Jeffery fluid factor, unfolds a complex interaction between fluid rheology, magnetic forces, and 
fluid dynamics. The augmentation of the magnetic factor suggests a strengthening influence of magnetic fields on the fluid, 
imposing additional resistance to its motion. This magnetic factor-induced retardation is particularly evident when coupled with 
the growing Jeffery fluid factor, representing the elasticity of the fluid. Higher Jeffery fluid factors imply increased resistance to 
deformation, akin to elastic materials resisting flow. In the engineering context, these phenomena bear significance for a 
spectrum of applications as discussed below. In scenarios involving a static cone and gyrating disc, or a static disc and gyrating 
cone, the fluid experiences compounded effects. The static cone or disc serves as a reference point, resisting the rotational forces 
applied by the gyrating counterpart. The combination of magnetic forces and increased fluid elasticity intensifies the hindrance 
to transverse flow, leading to a more pronounced retardation. This observation is pivotal in the design of mixing systems, 
especially in chemical manufacturing processes. In scenarios where the cone and disk are gyrating in the same direction, the 
fluid encounters a dynamic interaction between their rotational movements. The magnetic and Jeffery fluid factors, when both on 
the rise, contribute to a collective effect that impedes the transverse flow. This phenomenon finds relevance in the field of 
mechanical engineering, particularly in the design of rotating machinery such as pumps and turbines. Conversely, when the cone 
and disk are gyrating in opposite directions, the opposing rotational forces lead to a distinctive dynamic scenario. Here, the 
combined effect of increasing magnetic and Jeffery fluid factors introduces unique challenges. This configuration finds 
application in fluidic devices used in biomedical engineering, where precise control of fluid flow is essential. The retardation in 
transverse velocity, influenced by both magnetic and rheological factors, can impact the accuracy and efficiency of fluidic systems 
employed in tasks such as drug delivery or diagnostic assays. Engineers need to account for these factors to design fluidic devices 
that reliably and accurately manipulate fluids for biomedical applications. So, in the remaining three scenarios i.e. static disk and 
gyrating cone (Re 1, Re 0),ω Ω= =  cone and disk gyrating in the same direction i.e. (Re 1, Re 2),ω Ω= =  cone and disk gyrating in 
opposite directions (Re 1, Re 1),ω Ω=− =  we have observed that the transverse velocity distribution ( )g η  is a retarding function of 
both λ  and M as depicted in Figures 13(a), 14(a), 15(a), 16(a), 17(a) and 18(a). The analysis of absolute error (AE) for the developed 
ANN (artificial neural network) models is illustrated in Figures 11(b), 12(b), 13(b), 14(b), 15(b), 16(b), 17(b) and 18(b) to verify their 
adherence to correctness criteria. The computed absolute error values for each model are situated within the distinct predefined 
ranges 10-7 to 10-3 and 10-8 to 10-4 for their respective ANN configurations. These numerical absolute error findings, when 
compared with reference outputs, confirm a commendable level of accuracy, thereby affirming the validity and reliability of the 
designed ANN models. The comparison of the proposed model is compared with [4, 5] including common parameters as shown in 
Table 2. The closed agreement verified the obtained results.  

4.1. Potential applications of the current flow problem 

Fluid flow through the disc-cone gap has numerous applications in various fields due to its unique characteristics and 
versatile nature. The disc-cone configuration refers to a system where a disc-shaped object is positioned in close proximity to a 
cone-shaped object, creating a gap through which fluid can flow. This design is utilized in different applications to achieve 
specific objectives. Here are some notable applications: 

(a) Chemical Processing Systems: 

Scenario (i) Static Cone and Gyrating Disk: In chemical reactors, where mixing is crucial for achieving uniform reactions, the 
retardation in transverse velocity can impact the efficiency of mixing and the overall reaction kinetics. Permissive effects of 
magnetic and rheological factors are vital in optimizing the design of chemical processing systems. 

(b) Rotating Machinery Design: 

Scenario (ii) Static Disk and Gyrating Cone: The retardation in fluid flow is relevant in the design of rotating machinery such as 
pumps and turbines. Engineers need to consider the magnetic and rheological influences when designing these systems to 
ensure efficient energy conversion and transmission. 

Table 2. Validation of the results of present work with existing literature for Pr = 11.  

Models Ref. [4] Ref. [5] Present work 

Re
ω
= Disk rotation, 

Re
Ω
= Cone rotation 

(0)θ ′  0( )θ η′  (0)θ ′  0( )θ η′  (0)θ ′  0( )θ η′  

Re 1, Re 1
ω Ω
= =

 
10.276186 6.76871988 10.268926 6.78923871 10.26765922 6.782871023 

Re 1, Re 0
ω Ω
= =

 
12.326751 10.3287911 12.3108712 10.378879 12.31216871 10.37721901 

Re 1, Re 1
ω Ω
= − =

 
13.341562 9.78290221 13.3389201 9.7652129 13.3356219 9.764271895 

Re 0, Re 1
ω Ω
= =

 
11.767189 9.8921082 11.75983009 9.87821212 11.75327818 9.876372882 
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Fig. 11. (a) Variation in λ vs ( )g η  (b) AE for .λ  

  
Fig. 12. (a) Variation in M vs ( )g η  (b) AE for M. 

  
Fig. 13. (a) Variation in λ vs ( )g η  (b) AE for .λ  

  
Fig. 14. (a) Variation in M vs ( )g η  (b) AE for M. 
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Fig. 15. (a) Variation in λ vs ( )g η  (b) AE for .λ  

  
Fig. 16. (a) Variation in M vs ( )g η  (b) AE for M. 

  
Fig. 17. (a) Variation in λ vs ( )g η  (b) AE for .λ  

 
 

Fig. 18. (a) Variation in M vs ( )g η  (b) AE for M. 
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(c) Biomedical Fluidic Devices: 

Scenario (iii) Cone and Disk Gyrating in Same Direction: In biomedical engineering applications, where precise control of fluid 
flow is essential in devices like microfluidic systems for drug delivery or diagnostic assays, understanding the retardation in 
transverse velocity is crucial. This knowledge aids in designing fluidic devices that accurately manipulate fluids for biomedical 
purposes. 

(d) Fluidic Systems for Lab-on-a-Chip Technology: 

Scenario (iv) Cone and Disk Gyrating in Opposite Directions: Lab-on-a-chip technology, used for various analytical and 
diagnostic purposes, often employs microfluidic systems. The retardation in transverse velocity influenced by magnetic and 
rheological factors can impact the accuracy and efficiency of these fluidic systems, requiring careful consideration in their design. 
In each scenario, the retardation in transverse velocity due to the magnetic and Jeffery fluid factors has specific consequences for 
the performance of engineering systems. These applications span a range of fields, emphasizing the broad relevance of 
understanding and incorporating these factors in the design and optimization of diverse engineering processes and devices. 

5. Conclusions 

In this study, the Jeffery fluid flow was taken through the gap between cone and disk with the influence of Boungiorno model. 
The flow model was converted to a set of nonlinear ODEs and then neuro computational technique was employed to find its 
solution. Four different scenarios for fluid flow through the gap of disk and cone have been examined. An Artificial Neural 
Network (ANN) was employed to effectively manipulate and enhance fluid flow behavior within the given flow problem. The 
results of our study underscored the effectiveness of this innovative approach, highlighting its potential to revolutionize fluid 
flow control across a wide spectrum of engineering applications. The design methodology for tackling various aspects of the fluid 
problem follows a structured sequence, which involves training, testing, and validation utilizing a reference dataset. After a 
detailed analysis of the problem, the following key points have been identified and recovered: 

 Studying the flow behavior of Jeffrey nanofluids through the cone-disk gap is important for understanding their heat 
transfer characteristics in thermal applications. By examining factors such as nanoparticle concentration, viscoelastic 
additives, cone angle, and gap size, researchers can optimize the design of cone-disk systems to enhance heat transfer 
efficiency. 

 The flow model exhibits outstanding performance during training, testing, and validation across momentum, energy, and 
concentration equations. These results consistently show a close alignment and agreement among these equations on 
average 10-8. 

 Absolute error between targeted data and reference falls between the range of 10-4 to10-5, demonstrating the exceptional 
accuracy performance of LMS-NNA. 

 In all four scenarios (i) static cone and gyrating disk Re 0, Re 1,ω Ω= =  (ii) static disk and gyrating cone Re 1, Re 0,ω Ω= =  (iii) 
cone and disk move in similar direction Re 1, Re 2,ω Ω= =  (iv) cone and disk move in reverse directions Re 1, Re 1,ω Ω=− =  it 
has noticed that transverse velocity distribution has declined with augmentation in magnetic and Jeffery fluid factors by 
keeping all the other parameters as fixed.    

 It is evident that the optimal validation performance 2.822710-9 has been achieved at epoch 1000 for the transverse velocity 
of the HIE-PNF-NFDDT fluid model about fluid flow through the space between cone and gap, with cone and disk gyrating in 
opposite directions and encompassing MSE results, transition states, error histograms, fitting curves, and regression 
analysis.  

 Computational values for various factors in the ANN models have been evaluated including distinct computational values 
for MSE, performance, gradient, and mu, across different epochs (1000, 597, 497, 909, 1000, 1000, 1000, 1000) for all the four 
scenarios of disk cone devices. 

 The gradient values are found for all the eight cases which fall as 2.0210-7, 9.8710-8, 1.010-7, 9.9710-8, 2.7010-6, 6.1310-7, 
5.6610-7 and 2.210-6. 

 The maximum error for training, testing and validation of the proposed model are achieved at 4.0010-5, 1.0010-5, 1.0010-4, 
1.510-5, 0.510-4, 2.510-5, 2.510-4 and 1.0010-4. 
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