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Abstract. Shot-peening is a mechanical surface treatment used extensively in the industry to enhance the performance of metal 
parts against fatigue. Thus, it is important to determine main parameters of shot-peening in order to obtain its optimal values. The 
purpose of this study is to achieve a statistical model to determine the important parameters of the shot-peening process by 
considering the effect of sample thickness on the responses and achieving the multi-objective optimal parameters. To do this, 
response surface methodology are used to determine the governing models between the response variable and the input 
parameters. Shot velocity, shot diameter, coverage percentage and sample thickness are selected as shot-peening parameters. 
Residual compressive stress, its depth and roughness are considered as the response variable. Using finite element analysis, shot-
peening process are simulated. The desirability function approach is used for multi-objective optimization so that the optimal shot-
peening parameters, which simultaneously provide two response variables in optimal mode, are obtained. The results show that 
surface stress and maximum residual stress are independent of shot velocity, whereas, the depth of the compressible stress and 
roughness are directly related to shot velocity. In addition, thickness modifies surface stress and the depth of the compressible 
stress. The optimal conditions for surface stress, maximum compressive stress, and roughness simultaneously with high-coverage 
and low-velocity can be achieved as well. 

Keywords: Shot-peening, Finite element method, Design of experiments (DoE), Residual stresses, roughness. 

1. Introduction 

Shot-peening is frequently considered as an effective approach in enhancing the mechanical components behavior against 
fatigue [1-3]. The advantageous effects of the process to the surface hardening and the residual stresses field are stated in [2, 3]. 
The results of shot-peening are dependent on the mechanical features of the desired material and the circumstances of the process 
(shot type, shot velocity, coverage, impact angle, etc.). Sometimes, when the parameters of shot-peening are not chosen properly, 
one can see adverse effects on fatigue resistance [2, 3]. This issue demonstrates that the effect of shot-peening on the performance 
of fatigue is dependent on process parameters selection. Therefore, it is critical to estimate the shot-peening parameters impacts 
on the fatigue behavior of the metal pieces and to select it optimally and appropriately.   

The shot-peening effects can be estimated using of numerical, analytical, and experimental approaches. Hills et al. [4], Al-Obaid 
[5], and Al-Hassani [6] presented analytical approaches to estimate the shot-peening residual stress. The use of analytic approaches 
is encountered with restrictions; therefore, numerous empirical researches have been carried out on the shot-peening field. Obata 
et al. [7] and Dorr et al. [8] have investigated the contribution of shot velocity and size to surface roughness and residual stress to 
the surface. Ahmed [9] has recently investigated the effect of different parameters of shot-peening on the micro-hardness, residual 
compressive stress, corrosion behavior, and wettability behavior of steel AISI 316L. Through a completely factorial design 
technique, Mahagaonkar et al. [10] also investigated the effects of the exposure time, shot type, air pressure and nozzle distance 
and their interference impacts on steel micro-hardness. Nam et al. [11] also examined the effects of pressure, nozzle distance, 
exposure time, and impact angle on micro-hardness and residual compressive stress of aluminum 2124-T851 using response 
surface methodology. 

In comparison with the experimental test, numerical simulation can be used to reduce time and costs. A single-shot contact 
model was simulated by Hong et al. [12]. They investigated the contribution of the parameters including impact velocity, shot 
diameter, material properties and impact angle to the distribution of residual stresses at the desired surface. Meguid et al. [13] have 
presented a symmetry model for a quarter of the shot in which the effect of single shot and two shot on the target surface has been 
studied. In order to investigate the contribution of major parameters such as shot size and velocity on Almen intensity and residual 
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stress, Guagliano [14] presented a finite element model with five-shot contact. Numerous shots impacts have been lately utilized 
for the simulation of shot-peening process to get results that are more realistic. Kim et al. [15], Cheng et al. [16] and Meguid et al. 
[17] have developed some ideal models with regular distribution of the shots. However, for the completely randomized distribution 
of shots, closer to the real shot-peening model in comparison with uniformly distributed models of shots, a number of models are 
developed by Ghasemi et al. [18], Miao et al. [19], and Mahmoudi et al. [20].  

The optimal parameters of shot peeing have been studied by researchers. Nam et al. [21] and AlSumait [22] have determined 
the optimal coverage of the maximum fatigue life. Petit-Renaud et al. [23] and Romero et al. [24] optimized the maximum 
compressive stress in the form of an objective function. George et al. [25] optimized the shot-peening intensity by using the 
Taguchi’s approach. Vielma et al. [26] and Unal [27] considered roughness as an objective function to be optimized. Bhuvaraghan 
et al. [28] investigated multi-objective shot-peening by genetic algorithm approach and optimized the compressive residual stress 
considering work hardening and roughness under certain limits. Baragetti [29] optimized the maximum compressive stresses and 
the surface roughness, the compressive residual stress depth and the maximum compressive stress depth, simultaneously. Unal 
et al. [30] optimized surface hardness and roughness, simultaneously. Seddik et al. [31] have managed to optimize two objective 
functions of damage variable and compressive residual stress for the shot-peening process. In general, there are a few studies 
dealing with multi-objective optimizations, in which multiple objective functions were examined simultaneously. Assuming the 
adverse effect of surface roughness on fatigue life, considering alongside with the residual stress in the shot-peening process may 
be a significant matter. 

It has been observed that many studies have been carried out on the simulation of the shot-peening process, but insufficient 
researches have been conducted on statistical models. In the literatures, the statistical model has not been used to interpret and 
understand the shot-peening process. In addition, the relationship between numerical solution and experimental work has not 
been investigated. Furthermore, the effect of the thickness of the shot-peened sample has not been investigated on the responses 
so far. Consequently, these questions arise: Can a statistical model be used to better understand the shot-peening process and to 
select the optimal parameters? What is the effect of thickness on stresses, depth of compressive stress and roughness? How can 
the numerical models with experimental results be compared to each other? It is believed that the present study responds these 
questions more attentively.  

This paper is aimed to extract the statistical model to investigate the significance of the parameters of shot-peening and 
optimize it with regard to surface roughness and residual compressive stress. The design of experiments are developed with three 
levels to evaluate the effect and interaction between various parameters and its impact on the features of the shot-peening surface. 
Design engineers can apply this analysis as an advantageous tool for shot-peening parameters optimization. The most important 
phases of the presented approach can be summarized as follows: 
(i) Development and improvement of a finite element model through a randomized repeated procedure of the shot impact  
(ii) DoE approach and numerical simulations 
(iii) Extraction of the statistical model and their interpretation through statistical methods 
(iv) Optimization of shot-peening circumstances on the basis of the two functions of surface roughness and residual stress. 

2. Finite Element Model 

The finite element method was used to calculate the displacements, stresses and other quantities. The simulation of shot-
peening was done using the commercial code ABAQUS 2017. The explicit solver (explicit) was used to consider the dynamic effects 
of shot-peening. In order to automatically generate a model with specific inputs (shot-peening conditions, target material, 
boundary conditions, type of the shots and so on), the code was written based on the Python script. FEM analysis was developed 
using a damping coefficient [32] to reduce stress oscillations and avoiding uncontrolled oscillations after impact in the FEM model. 
 The material damping was presented following Eq. 1. 
 

D M Kα β= +  (1) 

 
where D, M and K are the damping, mass and stiffness matrices, respectively. As a result of a number of trial runs, it was determined 
that effective damping can be achieved using a stiffness proportional damping coefficient 92 10 sβ −= × . To obtain reliable values 
of mass proportional damping α , the following approach was adopted. The minimal modal frequency ω0 could be estimated as in 
Eq. (2).  
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where E is the target Young’s modulus, ρ is its density and H is the thickness of the target. The mass proportional damping is then 
determined as in Eq. 3.  
 

02α ω ξ=  (3) 

 
where ξ  is the corresponding modal damping parameter. In this study, ξ  was selected 0.5 to decay the unwanted low-frequency 
oscillations [33].  
Thermal and spring-back effects are neglected because of the negligible impact on the results. The proposed 3D model predicts 
residual compressive stress, plastic deformation and surface integrity. 

2.1 Boundary condition and geometry 

In order to reduce the effect of the target edges, the target was modeled with dimensions of 6D × 6D × h, where D is the diameter 
of the shot and h is the target thickness. The only central area with dimensions of 2D × 2D in upper surface was encountered with 
multiple shots as is seen in Fig. 1. The target was meshed by eight-node linear brick solid elements with reduced integration C3D8R. 
To improve the accuracy and efficiency of the results, a fine-mesh grid arrangement 0.02mm×0.02mm×0.02mm for the shot peened 
area and a greater mesh size was considered for the rest of the body. All the target surfaces except the upper surface were fixed. 
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Fig. 1: A three-dimensional finite element model of shot-peening 

2.2. Material model 

The target material was AISI420 martensitic stainless steel and Johnson-Cook model was considered to simulate this material 
(Eq. 4). 
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where A, B, C, n and m are the constants of the material obtained by mechanical tests. The parameters �� ،��� ،��� ،�� ،�� and T are 
the equivalent plastic strain, the plastic strain rate, the reference strain rate, the room temperature, the melting temperature and 
reference temperature, respectively. Johnson Cook's parameters and other material parameters for AISI420 are presented in Tables 
1 and 2. The shots were considered rigid. 

2.3. Shot stream simulation 

Most of the mentioned shots are perpendicular to the surface. The following basic parameters were similarly assigned to the 
whole shots: velocity in Vy direction, diameter (D), the friction between the shots and the target surface by the Columbian friction 
model (Eq. 5): 
 

nfF Fµ=  (5) 

 
here,

 nF
 
is the normal force,

 
fF  is the friction force, and µ

 
is the friction coefficient. The friction coefficient for the contact between 

the shots and the target was chosen as 0.2, since the results of residual stress will not change much for a friction coefficient larger 
than 0.2 according to the literature [34,35]. The number of shots is associated with the shot size, the coverage percentage, and the 
level of impact.  
In case the shots hit the target successively, the time required for simulation is N t∆ , where N is the quantity of shots and t∆  is 
the time interval between the impacts; however, in case a number of shots simultaneously hit the target surface, the whole 
simulation time is decreased. For this reason, several rows were assumed for the shots, each of which spaced from the surface 
proportional to the impact time. The origin of the coordinates was placed at the center of the target surface so that the y-axis was 
perpendicular to the surface. The shots position in x z−  plane varied randomly from one row to another to generate a random 
impact condition. Therefore, the total time needed for simulation is only yN t∆ , where yN  is the number of shots rows that is less 
than N in accordance with the number of shots per plane. The modeling phases were as following: 
(1) A local coordinate system is created at the center of the material surface, so that the y-axis remains perpendicular to the surface. 
(2) By using the random function, the center coordinates j-th shot (j ≥ 1) is generated in k-th row: 
 
 

Table 1: Johnson–Cook parameters for the AISI 420 steel material 

��� ��( 	 
∘ ) ��( 	 

∘ ) m n C B(MPa) A(MPa) 

1 1454 27 0.8 0.388 0.02 738 450 

 

Table 2: Physical and mechanical parameters for the AISI 420 steel material 

Thermal expansion (10-6 	 
∘ ) Specific heat (J/kg 	 

∘ ) Thermal Conductivity(W/m K) Young’s Modulus(GPa) Poisson’s ratio Density(g/cm3) 

10.3 460 24.9 200 0.3 7.8 
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where, sN  is the number of shots for each row, and yN

 
is the number of rows of shots ( )/y sN N N=  random.uniform( )- d,d  is a 

random number created in the range ( )- d,d uniformly, t∆  is the time interval between the successive shot hits, which is 
-63.5  10  s×  for our model, and d is the shot diameter. 

(3) The distance between the center of the i-th shot and the center of the j-th shot ( 1... 1)i j= − determined through Eq. 7. 
 

2 2
, ( ) ( )i j j i j id x x z z= − + −  (7) 

 

In case ,i jd d< , the shot j overlaps with the previous shot i, which is not possible physically. The shot j ought to be removed and 

return to step 2. 
(4) Go back to step (2) to generate the next shot center coordinates until the creation of the whole shots is finished. 

2.4. Shot-peening coverage 

The shot-peening coverage is described as the ratio of the shot area to the total surface area. In statistical sense, the coverage 
of 100% is obtained only when the target shot-peening is continued for an infinite time, whilst this overlap does not affect the 
coverage. Generally, coverage of 98% is roughly considered as 100%, and the coverage of 200% is described as twice as long as 
required to reach 100% [1]. Apparently, the shot-peening coverage has been generated on the basis of the dimple dimensions and 
the shot-peening time. One can use the Avrami equation to assess the coverage [36]: 
 

( )
2

100% 1 r RtC e π−= × −  (8) 

 
where, C is the coverage, r indicates the mean dimple radius, and R is the number of shot hits in one second for the surface unit, t 
denotes the duration of shot-peening time. Obviously Rt  indicates the whole number of shots. 

3. Design of Experiments (DoE) and Response Surface Methodology (RSM) 

3.1 Theory  

The design of experiments includes a statistical approach for data gathering and prediction of the results on the basis of a 
limited number of inputs. This method is a systematic method for creating response surface as a function of input parameters. 
One can use RSM to analyze the experiment design results. When the whole independent variables are monitored and measurable 
during the test, the response process is presented in: 
 

( )1 2, ,..., kY f x x x=  (9) 

 
In Eq. 9, k shows the number of independent variables. It is essential to find a logical function for the association between the 
response and independent variables. Therefore, the second-order polynomial function shown in Eq. 10 is usually utilized in 
response surface methodology (RSM) [37]: 
 

1
2
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1 1 1 1

k k k k

i i ii i ij i j
i i i j i

Y x x x xβ β β β ε
−

= = = = +

= + + + +∑ ∑ ∑ ∑  (10) 

 

 In Eq. 10, 0β indicates the constant value, iβ shows the linear coefficients, iiβ  denotes the second-order coefficients, ijβ  indicates 

interaction coefficients, and ε  is the model error. One can express Eq. 10 in the matrix form as Eq. 11: 
 

Y X B ε= × +  (11) 

 
where ε is the vector of errors, Y represents the observation vector, B indicates the vector of the tuning parameters of the set, and 
X represents the matrix of the values of the design variables. Using the least squares regression, the regression coefficients are 
determined: 
 

1ˆ ( )T TB X X X Y−=  (12) 

 
Thereafter, the fitted regression is determined by the following equation: 
 

ˆ ˆY XB=  (13) 

 
One can evaluate the goodness of fit using Eq. 14: 
 

2
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 (14) 

 

where ˆ
iY  , iY , and iY  are the approximate value, the mean of the observed values, and the observed values, respectively. 
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Table 3:  Input factors and their levels 

Parameter Notation 
Level 

-1 0 +1 

Shot size (mm) d 0.5842 0.7112 0.8382 

Shot velocity (m/s) V 70 90 110 

Peening coverage (%) C 100 150 200 

Plate thickness (mm) h 3 4.5 6 

 

3.2 Shot-peening parameters and responses selection 

In an experimental study commonly parameters such as pressure, Almen intensity, shot diameter and so on are selected. 
However, in the present study because of numerical simulation of shot peening process, the parameters such as shot size, shot 
velocity, coverage, and target thickness have been studied to link their effects on residual stress and roughness. Almen intensity 
is the criteria for measuring shot peening intensity. Almen intensity quantifies by a thin strip of SAE 1070 steel named Almen strip 
with dimensions of 76 mm×19 mm and three thicknesses. The thicknesses are 0.79 mm, 1.29 mm and 2.39 mm for type N, A and C 
respectively. Almen strips fixed by means of four bolts and shot-peening operation is performed with the same shot peening 
parameters and different exposure times. When the peened strip is released, it will curve. The arc heights of the curve are measured 
under different exposure times. The Almen intensity is defined as the arc height at saturation which is the point, on the curve of 
peening time versus arc height, beyond which the arc height increases by less than 10% when the exposure time doubles. According 
to the Fig. 2 [38] we can proposed that Almen intensity in the finite intervals is linear in relation to velocity. 
The residual stresses included the residual stresses of the target surface ( RS

surfσ ) and the maximum induced residual stresses RS
max( ).σ  

In addition, the depths of the maximum residual stress ( RS 
maxδ ) and the compressive stress depth ( RS 

cδ ) are also considered in this 
study. For estimating the residual stress distribution, the average residual stress is calculated at each depth [39]: 
 

( )
1

1 N

xx xx
i

i
N

σ σ
=

= ∑  (15) 

 
where xxσ  is the averaged value of stress xxσ , and N is the number of the stress nodal values at that depth. 
Surface treatment of shot-peening is usually done to increase the strength of mechanical components of the metal. However, in 
many cases, there is the possibility of failure or alteration of the shot peened surface by surface defects such as micro-cracks and 
surface roughness defects [2, 3], which can significantly reduce the fatigue strength [40, 41]. Roughness defects are considered as a 
sequence of cavities due to shot-peening.  
Roughness includes the arithmetical mean deviation of the profile Ra and the mean height of the five dominant peaks and the five 
deep valleys Rc. The obtained data after Gaussian filtering steps represents the surface irregularity without the presence of the 
wave component. The displacement of the surface target in the mid line was selected as data. The developed MATLAB routine 
provides the possibility of determining the parameters Ra, Rc according to their standard definitions presented. 
 Each factor is tested at three different levels, highest (1), medium (0) and lowest (-1). Their related levels are shown in real and 
coded values in Table 3.  
 
 
 

 
 

Fig. 2: Almen intensity vs. shot velocity for different shot sizes [38]. 
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Table 4: The final matrix of the design of experiments and the results of the shot-peening simulation for various inputs 

RUN 
V 

(m/s) 
d 

(mm) 
C 

(%) 
h 

(mm) 

RS
surfσ  

(MPa) 

RS
maxσ  

(MPa) 

RS 
maxδ  

(mm) 

RS 
cδ  

(mm) 

Rc 
(μm) 

Ra 
(μm) 

1 110 0.7112 150 3 -737.0039 -1026.2839 0.1021 0.7718 11.4392 3.5075 

2 90 0.5842 150 6 -715.3882 -988.7391 0.0721 0.5646 14.2873 3.6231 

3 70 0.7112 150 6 -656.2845 -921.8067 0.0781 0.5826 11.9180 2.9833 

4 70 0.5842 150 4.5 -751.2234 -992.5166 0.0676 0.4795 11.3565 3.4356 

5 90 0.8382 200 4.5 -736.2363 -1094.0902 0.0991 0.8378 10.5295 4.1180 

6 70 0.7112 100 4.5 -651.9672 -877.2058 0.0721 0.5586 11.6337 3.6414 

7 90 0.7112 100 3 -711.8292 -971.2497 0.0781 0.6607 10.4972 3.3669 

8 110 0.7112 100 4.5 -623.7722 -922.1007 0.1081 0.7613 15.1102 4.1356 

9 90 0.5842 100 4.5 -644.9260 -909.4089 0.0766 0.5270 12.7927 3.2410 

10 90 0.8382 150 3 -781.2282 -1057.9755 0.0841 0.7958 11.0446 3.6453 

11 90 0.8382 150 6 -718.1584 -1035.4722 0.0961 0.8228 8.7978 2.8108 

12 110 0.7112 150 6 -725.4332 -1042.3805 0.0901 0.8108 15.5082 3.9135 

13 110 0.7112 200 4.5 -685.3791 -1060.1887 0.0991 0.8468 12.8203 3.9938 

14 110 0.8382 150 4.5 -694.3964 -1004.2666 0.0766 0.9820 10.9870 3.6347 

15 110 0.5842 150 4.5 -661.4981 -999.0297 0.0901 0.6532 11.3024 3.6695 

16 70 0.8382 150 4.5 -761.6092 -1012.6668 0.0766 0.6802 10.1129 2.8386 

17 90 0.7112 150 4.5 -735.9481 -1011.8378 0.0811 0.6982 12.8038 3.3431 

18 90 0.7112 200 3 -883.7832 -1190.5149 0.0841 0.7177 11.2354 3.2967 

19 90 0.7112 100 6 -692.8838 -955.4292 0.0781 0.6547 10.3430 2.9266 

20 90 0.5842 200 4.5 -752.6129 -1036.9222 0.0721 0.5631 11.0186 3.3099 

21 70 0.7112 200 4.5 -750.4079 -1030.2889 0.0721 0.5901 9.6687 3.3144 

22 70 0.7112 150 3 -774.0852 -1005.7000 0.0721 0.5556 7.7528 2.6836 

23 90 0.8382 100 4.5 -724.7551 -975.4200 0.0856 0.7748 14.1629 3.4474 

24 90 0.5842 150 3 -744.8544 -981.5827 0.0721 0.5526 12.0294 3.3168 

25 90 0.7112 200 6 -787.0832 -1068.1596 0.0781 0.7628 13.5839 3.5489 

3.3 Optimization using desirability function approach 

One of the most commonly used methods to simultaneously optimize the multiple responses is the desirability function 
approach to convert a multi-response problem to single response using mathematical transformations. In desirability function 
approach, the goal is to determine the values of the input variables, so that, firstly, all responses have a desirability greater than 
zero, and secondly, the overall desirability is maximal. Switch and Deringer [42] introduce a proper form of desirability functions 
that gives a score to each response, and adjusts the input parameters to maximize the total score. To define desirability function 
approach, each of the n response variables is assumed to depend on k independent input variable through Eq. 16: 
 

( )1 2, , , 1,2, ,ki i iy f x x x i nε= + =… …  (16) 

 
here, iy , is the i-th variable of response, if  is the relationship between this and the input variables (here shot-peening parameters) 
and iε  is the error. In desirability function d, a value between 0 and 1 is assigned to each response variable iy . The value 1 shows 
that the response variable is at the ideal endpoint (target) and 0 indicates the worst case of desirability for the response variable. 
The value of d increases with the optimization of the corresponding response. Depending on the goal of maximizing, minimizing, 
or achieving a certain value, various desirability functions can be defined. If the goal is to maximize the desirability function: 
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In the case of minimizing the target: 
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 (18) 
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Table 5: The results of ANOVA analysis of surface residual stresses ( RS
surfσ ) in the simulation of the shot-peening process to determine the effect of 

various parameters 

Source Sum of square df Mean Square F-value p-value  

Model 40017.95 4 10004.49 5.99 0.0025 significant 

V 3963.76 1 3963.76 2.37 0.1392 insignificant 

d 1773.42 1 1773.42 1.06 0.3152 insignificant 

C 24785.61 1 24785.61 14.83 0.0010 significant 

h 9495.16 1 9495.16 5.68 0.0272 significant 

Residual 33417.73 20 1670.89    

Cor Total 73435.68 24     

Table 6: The results of ANOVA analysis of the maximum compressive stress ( RS
maxσ ) in the simulation the shot-peening process to determine the 

effects of various parameters 

Source Sum of square df Mean Square F-value p-value  

Model 77032.69 4 19258.17 15.81 < 0.0001 Significant 

A-V 3818.66 1 3818.66 3.14 0.0918 insignificant 

B-d 6151.38 1 6151.38 5.05 0.0361 Significant 

C-C 62980.80 1 62980.80 51.71 < 0.0001 Significant 

D-h 4081.86 1 4081.86 3.35 0.0821 insignificant 

Residual 24357.96 20 1217.90    

Cor Total 1.014E+05 24     

Table 7: The results of ANOVA analysis of maximum compressive stress depth in the simulation the shot-peening process to determine the effects 
of various parameters 

Source Sum of square df Mean Square F-value p-value  

Model 0.0017 4 0.0004 7.10 0.0010 significant 

A-V 0.0014 1 0.0014 22.15 0.0001 significant 

B-d 0.0004 1 0.0004 6.21 0.0216 significant 

C-C 3.006E-06 1 3.006E-06 0.0490 0.8270 insignificant 

D-h 2.168E-19 1 2.168E-19 3.538E-15 1.0000 insignificant 

Residual 0.0012 20 0.0001    

Cor Total 0.0030 24     

Table 8: The results of ANOVA analysis of compressive stress depth ( RS 
cδ ) in the simulation the shot-peening process to determine the effects of 

various parameters 

Source Sum of Squares df Mean Square F-value p-value  

Model 0.3793 10 0.0379 183.35 < 0.0001 significant 

A-V 0.1586 1 0.1586 766.44 < 0.0001 significant 

B-d 0.2011 1 0.2011 972.22 < 0.0001 significant 

C-C 0.0121 1 0.0121 58.59 < 0.0001 significant 

D-h 0.0017 1 0.0017 8.37 0.0118 significant 

AB 0.0041 1 0.0041 19.84 0.0005 significant 

AC 0.0007 1 0.0007 3.53 0.0812 insignificant 

AD 0.0000 1 0.0000 0.1744 0.6826 insignificant 

BC 0.0002 1 0.0002 0.8827 0.3634 insignificant 

BD 0.0001 1 0.0001 0.2725 0.6099 insignificant 

CD 0.0007 1 0.0007 3.15 0.0977 insignificant 

Residual 0.0029 14 0.0002    

Cor Total 0.3822 24     

 
iL , iU  and iT  are the lower, upper and target value respectively and ir  coefficient is determined by the user and determines how 

important it is to hit the target value. If 1ir = , then the desirability function increases linearly. For 1ir < , the desirability function 
is convex and concave for 1ir > . Generally, ir  is considered one. In the maximum case, iT  interpreted as a large enough value for 
the response. In the minimum case, iT  denoting a small enough value for the response. After the desirability values for each 
response variable are calculated, they are combined in the form of the unit desirability function, which this final desirability 
function is calculated in Eq. 19: 
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here, D is the final desirability function, id is the individual desirability function of each response variable, and n is the number of 
response variables. Now D must be maximized. The desirability approach consists of the following steps: 

1. Simulate the shot-peening process and obtain response models using DoE for all six responses; 
2. Define individual desirability functions for each intended response; 
3. Maximize the overall desirability D with respect to the controllable factors. 

4. Results 

The results of FEM simulation for various parameters according to the Box-Behnken design are shown in Table 4. The statistical 
analysis of results is done with Design Expert 11 software. Analysis of variance (ANOVA) uses P-value in order to check the 
significance of the model and the effects of the independent variables on the responses. The P-value less than 0.05 indicates a 
significant result [43]. If the term shows a P-value higher than 0.05, it means that, the term in the model can be ignored. 

4.1 The mathematical model of the surface stress 

The recommended model is a linear model for surface stress ( RS
surfσ ). The effects of shot-peening parameters are shown in Table 

5 for RS
surfσ . By examining the values of p-value for different terms, one can conclude that the effective parameters are C and h, 

respectively. V and d have less effect than other parameters. The obtained model for RS
surfσ  is determined in: 

 
RS
surf =-672.15-0.9089C 18.7529 hσ +  (20) 

 

It can be seen from the Eq. 20 that in addition to the coverage percentage, the sample thickness is also effective on the value of
RS
surfσ . The effect of thickness is to reduce compressive stress. Fig. 3 shows 3D surface plot of RS

surfσ versus the input parameters. It 

shows that the parameter C has the greatest impact. 

4.2 The mathematical model of the maximum compressive stress 

Similarly, for other responses, suitable models can be obtained by software. The mathematical relation of appropriate model 

for maximum compressive stress ( RS
maxσ ) is linear and ANOVA analysis is presented in Table 6. The effective parameters are C and 

d respectively. V and h have less effect than C and d. The obtained model is:  
 

RS
max  =-662.72 -1.4489 C-178.276 d σ  (21) 

 

The effect of C and d are to increase compressive stress. Fig. 3 shows 3D surface plot of RS
max  σ versus the input parameters. The Fig. 

4 shows that the parameter C has the greatest impact. 

4.3 The mathematical model of the depth of the maximum compressive stress 

The appropriate model for the depth of the maximum compressive stress ( RS 
maxδ ) is linear as well. The corresponding ANOVA 

analysis is presented in Table 7. It can be seen that the effective parameters are V and d. The thickness h has no effect on RS 
maxδ . The 

resulting model is expressed as Eq. 22:  
 

RS 
max =0.003071 + 0.000532 V + 0.04434dδ  (22) 

 

Fig. 5 shows 3D surface plot of RS 
maxδ versus the input parameters. It shows that the parameter V and d have the greatest impact. 

4.4 The mathematical model of the compressive stress depth 

The suitable model for compressive stress depth ( RS 
cδ ) is 2FI and the corresponding ANOVA is presented in Table 8. It is seen 

that the effective linear parameters are respectively d, V, C, h and the nonlinear effective parameter is V×d, respectively, and the 

resulting model is: 
 

RS =0.12183 -0.003222 V-0.1157d 0.00636 C 0.00801 h+0.01261 V dcδ + +  (23) 

 

Unlike RS 
maxδ , RS 

cδ depend on h. The Eq. 23 shows that the RS 
cδ has a complex relationship with different parameters. Fig. 6 shows 3D 

surface plot of RS 
cδ  versus the input parameters. It shows that the parameter d and V have the greatest impact. 

4.5 The mathematical model of the roughness Ra 

The recommended model is a linear model for roughness Ra. In Table 9 the effects of shot-peening parameters is observed for 
Ra. By examining p-value for different terms, it is concluded that the effective parameter is V, and other parameters have a small 
effect on Ra. h and d have less effect than other parameters. The model obtained for Ra is expressed as: 
 

Ra =1.9457 +0.01649 V  (24) 

 
Fig. 7 shows 3D surface plot of roughness Ra versus the input parameters. The Fig. 7 shows that the parameter V has the greatest 
impact. 
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(b) 

Fig. 3: 3D surface plot of surface stress versus a) coverage and target thickness b) shot velocity and shot diameter. 
 
 
 
 

  
 

(a) 
 

(b) 

Fig. 4: 3D surface plot of max compressive stress versus a) coverage and target thickness b) shot velocity and shot diameter. 
 
 
 
 

  
 

(a) 
 

(b) 

Fig. 5: 3D surface plot of max compressive stress depth versus a) coverage and target thickness b) shot velocity and shot diameter. 
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(a) 
 

(b) 

Fig. 6: 3D surface plot of depth of compressive stress layer versus a) coverage and target thickness b) shot velocity and shot diameter. 
 
 
 
 

  
 

(a) 
 

(b) 

Fig. 7: 3D surface plot of roghness Ra versus a) coverage and target thickness b) shot velocity and shot diameter. 
 
 
 
 

  
 

(a) 
 

(b) 

Fig. 8: 3D surface plot of roghness Rc versus a) coverage and target thickness b) shot velocity and shot diameter. 
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Table 9: The results of the ANOVA analysis of roughness Ra in the simulation the shot-peening process to determine the effects of various 
parameters 

Source Sum of Squares df Mean Square F-value p-value  

Model 1.36 4 0.3406 3.02 0.0424 significant 

A-V 1.31 1 1.31 11.57 0.0028 significant 

B-d 0.0009 1 0.0009 0.0075 0.9316 insignificant 

C-C 0.0564 1 0.0564 0.4999 0.4877 insignificant 

D-h 9.363E-06 1 9.363E-06 0.0001 0.9928 insignificant 

Residual 2.26 20 0.1129    

Cor Total 3.62 24     

 

Table 10: The results of ANOVA analysis of roughness Rc in simulation of shot-peening process to determine the effects of various parameters 

Source Sum of Squares df Mean Square F-value p-value  

Model 42.18 4 10.54 2.89 0.0485 significant 

A-V 38.82 1 38.82 10.66 0.0039 significant 

B-d 0.9672 1 0.9672 0.2655 0.6120 insignificant 

C-C 2.08 1 2.08 0.5706 0.4588 insignificant 

D-h 0.3088 1 0.3088 0.0848 0.7739 insignificant 

Residual 72.85 20 3.64    

Cor Total 115.03 24     

Table 11: Optimal shot-peening parameters for different target functions 

 Objective function 
Optimum parameter 

   Optimum value 
V(m/s) d(mm) C(%) 

1 RS
surf  σ  - - 200 -760.18 MPa 

2 RS
max  σ  - 0.8382 200 -1101.93 MPa 

3 RS 
maxδ  110 0.8382 - 0.099 mm 

4 RS 
cδ  110 0.8382 200 1 mm 

5 Ra 70 - - 3.1 μm 

6 Rc 70 - - 13.33 μm 

Table 12: Optimal shot-peening parameters for multiple target functions 

 Objective function 1 Objective function 2 
Optimum parameter 

  Optimum value 1 Optimum value 2 
V(m/s) d(mm) C(%) 

1 RS
surf  σ  Ra 70 - 200 -760.18 MPa 3.1 μm 

2 RS
max  σ  Ra 70 0.8382 200 -1101.93 MPa 3.1 μm 

3 RS 
maxδ  Rc 98.03 0.8382 - 0.092 mm 15.67 μm 

4 RS 
cδ  Rc 96.22 0.8382 200 0.836 mm 15.5 μm 

 

Table 13: Optimal shot-peening parameters for all target functions 

 Objective functions 
Optimum parameter 

RS
surf  σ  RS

max  σ  RS 
maxδ  RS 

cδ  Ra Rc 
V(m/s) d(mm) C(%) 

1 All  responses 90.12 0.8382 200 -760.18 -1101.93 0.088 0.85 3.43 15.79 

4.6 The mathematical model of the roughness Rc 

Similarly, ANOVA analysis can be performed for Rc roughness. The selected model for Rc is a linear model and the 
corresponding ANOVA is given in Table 10. It is again seen that V is an effective parameter and the resulting model is expressed as 
Eq. 25: 
 

Rc =7.035 +0.08993 V  (25) 

 
Fig. 8 shows 3D surface plot of roughness Rc versus the input parameters. It can be seen that the parameter V has the greatest 
impact. 
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Fig. 9: Residual-stress profiles in-depth of shot-peened AISI 420. 

 
 
 

  

 
Fig. 10: Stress contour (S11) of shot peened surface 

 

4.7 Optimization 

According to the results and models shown in the previous section, one can see the effects of the input parameters on the 
output response and obtain optimal point. According to the model presented for each quantity, the optimal value for a constant 
thickness of 5mm is given in Table 11. The compressive stresses and depths should be maximized, whereas roughness must be 
minimized. 
Note that the optimal values obtained in Table 11 are considered as single objective, so the optimal values for each quantity can 
refuse to be the optimal point for other quantities. Such a situation is not desirable because the increase in the fatigue life of the 
part depend the compressive residual stress and roughness simultaneously, and if only one of the responses is optimal, fatigue life 
may not improve or even decrease. Thus, it is important to optimize simultaneous responses in multi-objective optimizations. In 
doing so, different modes are considered as seen in Table 12. To demonstrate the effects of shot-peening on surface integrity, multi-
objective optimization is done for all responses simultaneously and shown in Table 13. 

5. Validation and Discussion 

In this section, the models obtained from the results section are validated and compared with the experimental data. The 

operating conditions are as: 

(i) Shot S170, (ii) Intensity Almen 14A, (equivalent to velocity 67.7 m/s), (iii) Coverage 100%, (iv) Impact angles 90 degree. 

The coefficient of friction μ between the shots and the surface during the contact is 0.2. 

Fig. 9 shows the comparison between the XRD experimental results and the residual compressive stress profile obtained 

numerically. XRD residual stress analysis and the electrolytic layer removal technique were used to obtain residual stress depth 

profiles. Stress relaxation due to layer removal was not taken into account, since the affected region was small and no significant 

relaxation effects could be expected. Residual stresses were calculated for the plain stress condition. A satisfactory correspondence 

is observed between the calculated results and experimental values. Fig. 10 shows the contour of the stress S11. 
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To compare the numerical results of this study with the experimental data of other papers, the relation between the Almen 

intensity and velocity can be used. As regards Almen intensity in the finite intervals is linear in relation to velocity, it follows that 
RS
surfσ  is very low dependency to Almen intensity, which means the final effect of shot-peening on RS

surfσ  is strongly dependent on 

the properties of the material itself. This result is consistent with the experimental results of ref. [44] and their empirical formulas 

for AISI 4340 steel, and both steel behave the same. The direct relationship between stress and coverage percentage as the most 

important factor has been seen in experiment data in ref. [45] too. It may be possible that different steels have similar behavior to 

the shot-peening parameters that should be investigated in the future. 

It can be seen that RS
max  σ have a very low dependence on the shot velocity and Almen intensity. A similar behavior is found in the 

empirical equations of ref. [44] for RS
maxσ . 

The RS 
maxδ has a linear relationship with velocity and consequently with Almen intensity. This equation is also in consistent with the 

empirical formula given in reference [44]. 

The RS 
cδ has a linear relationship with velocity and hence Almen intensity. As in Eq. 18, this equation is consistent with the 

empirical formula in reference [44]. The relation of RS 
cδ with different parameters is mentioned in references [46,47]. 

Equation 20 shows that Ra highly depends on the velocity of the shot and, consequently, is equal to that of Almen intensity. The 

results of this simulation are confirmed with the experimental results presented in reference [44].  

It is seen here that Rc has a high dependence on velocity and less dependence on the other parameter. 

It is seen from Table 12 that the optimal parameters for simultaneous optimization of surface compressive stress and Ra are the 

same with case that surface stress optimized with low velocity. The reason is that the surface stress is dependent on the coverage 

of C, whereas Ra depends on the velocity, so with high C and low velocity we can achieve optimal point. The results of optimizing 

the maximum compressive stress and Ra are as before. Because the dependency of maximum compressive stress with the velocity 

is also very low, and the main parameter is the coverage C, it can be concluded that with high C and low velocity, the surface stress, 

the maximum compressive stress and Ra are optimum. In other cases, the results are different from the single-objective mode that 

the designer can select one of them depending on his needs. In general, the most important parameter of the residual stresses is 

coverage C, while for the other four responses, velocity V is important, so to optimize all responses at the same time, high coverage 

is still obtained, but speed is needed to obtain again. Of course, the optimization process is performed in the levels that show in 

table 3 in this study and the results may be changed if the levels change or there is maybe minimum value for the velocity and 

maximum value for the C thus further investigates needed to be done.  

6. Conclusion 

The paper presented suitable and reliable methods to study and optimize the response variables (residual stress and surface 
roughness) simultaneously to determine the optimal parameters of the shot-peening process. The main results are as follows: 

1. The compressive residual stress, plastic strain, and roughness parameter for different shot-peening conditions can be 
predicted using our proposed model. 
2. By simulating the shot-peening process it was clarified that: 

• The surface residual stress is independent of shot velocity and size, but depends on the coverage and sample thickness. 
• The maximum residual stress is independent of shot velocity and sample thickness, but depends on the coverage and the 
diameter of the shot. 
• The depth of maximum compressive stress is directly related to the velocity and diameter of the shot. 
• The depth of compressive stress depends on all of studied parameters i.e. the diameter of the shot, shot velocity, coverage 
and sample thickness. 
• Roughness has a linear relationship with shot velocity. 
• In other words, surface stress and maximum residual stress are independent of shot velocity and other parameters are 
directly related to shot velocity. 

3. As one of the common applications of shot-peening is to increase fatigue life, simultaneous attention to inductive 
compressive stress and roughness caused by shot-peening is important. Therefore, multi-objective optimization methods are 
recommended. 
4. With high-coverage and low-velocity, one can reach optimal conditions for surface stress, maximum compressive stress, and 
roughness of Ra simultaneously. 
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