Analysis of High-order Approximations by Spectral Interpolation Applied to One- and Two-dimensional Finite Element Method
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Abstract. The implementation of high-order (spectral) approximations associated with FEM is an approach to overcome the difficulties encountered in the numerical analysis of complex problems. This paper proposes the use of the spectral finite element method, originally developed for computational fluid dynamics problems, to achieve improved solutions for these types of problems. Here, the interpolation nodes are positioned in the zeros of orthogonal polynomials (Legendre, Lobatto, or Chebychev) or equally spaced nodal bases. A comparative study between the bases in the recovery of solutions to 1D and 2D elastostatic problems are performed. Examples are evaluated, and a significant improvement is observed when the SFEM, particularly the Lobatto approach, is used in comparison to the equidistant base interpolation.
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1. Introduction

The finite element method (FEM) is among the most commonly used numerical methods for solving differential equations. In this method, most of the functions used are low-order polynomial approximation functions [1]. However, significant errors can appear when complex geometries or loadings with rapidly varying intensity need to be reproduced depending on the polynomial order and the nodal base employed [2, 3, 4]. The high-order FEM is a method to overcome difficulties in the modeling of complex problems, be it geometric or of boundary condition, where obtaining the numerical solution is difficult due to its computational or theoretical characteristics [5]. From the computational perspective, the choice of bases influences the stability and accuracy of the procedures used to determine the numerical solution [6]. In general, one of the main issues when applying high-order polynomial functions to interpolate (or to construct numerical solutions of partial differential equations), is the appropriate selection of values for the nodal distribution points to overcome the effects of Runge phenomenon [7]. The Runge phenomenon can appear in high-order polynomial interpolation with equally nodal bases, and is characterized by large oscillations at the ends of the interpolation interval [8]. To overcome this effect, several studies have shown that the choice of nodal points constructed from the zeros of orthogonal polynomials are optimal (or near-optimal) bases that decreases or eliminates these oscillations (Runge effect) in the interpolation process [9].
The development of FEM elements from high-order polynomial interpolation with the nodal points formed from the zeros of the orthogonal polynomials constitute the spectral finite element method (SFEM) [3]. This method combines the classical approach of FEM with high-order spectral elements exhibiting exponential convergence characteristics. Several previous studies have used spectral expansions, mainly in fluid dynamics [10,11,12] and wave propagation problems [3, 4, 7], where the geometric flexibility of the finite element type “h” is combined with the resolution properties of the spectral methods. The influence of node distribution (Lobatto, Chebyshev, and equidistant) and the order of the approximation polynomial (Lagrange) when applied to 1D numerical problems related to the propagation of waves in bars was analyzed by Zak and Krawczuk [3]. The application of SFEM in structural integrity monitoring through ultrasonic guided waves was studied by Willberg et al. [7]. The efficiency and precision of spectral elements based on Legendre’s and Lagrange’s polynomial approximations (p-FEM) and isogeometric elements based on rational non-uniform B-splines (NURBS, N-FEM) were analyzed.

In the field of solids mechanics analysis, SFEM is seen as one of the main approaches to modeling of wave propagation problems. The applicability of this spectral approach to solving static problems however, remains less explored, due to its increased mathematical complexity and computational cost. Several studies, such as the work done by Tai and Chan [13], have explored the use of Legendre spectral approach in modeling Timoshenko beam elements in static and dynamics analysis. Dauksher and Emery [14] used Chebyshev spectral functions in the analysis of static and dynamics problems in two dimensions, and more recently, Khaji and Zakian [15] proposed the SFEM as a new tool in the quantification of uncertainties.

Man et al. [16] used the spectral elements in the analysis of bending in plates. Man et al. [17] employed the high-order spectral elements in the study of piezoelectric plates, producing satisfactory results with minimal high-order elements, and more recently, Lin et al. [18] showed the applicability of the method in the analysis of composite laminates and sandwich plates.

Nogueira et al. [6] applied SFEM to static problems related to structural mechanics in linear and nonlinear elastic regimes and compared some hierarchical bases in the literature. As a comparison, the condition number resulting from the solution to the Poisson problem with homogeneous Dirichlet conditions was considered. In implementing SFEM, the Lagrange polynomials interpolated at Gauss-Jacobi quadrature points were used and the resulting analysis were very promising for solving linear and nonlinear elasticity problems.

Zak and Krawczuk [19] studied some static and modal problems of isotropic shell structures such as transverse deformation using SFEM. In the development of SFEM, the orthogonal polynomials of Lobatto and the quadrature of Gauss-Lobatto-Legendre were used. The static and/or modal responses were compared with the analytical solutions present in the literature. Consequently, the application of SFEM to the shell problem provided a significant reduction in the numerical errors; hence, improved accuracy was achieved compared to conventional FEM. Wang and Sprague [20] used the Legendre spectral finite elements for analyzing geometric linear and nonlinear elastic deformations of composite beams. In that study, nodal points located in the Gauss-Lobatto-Legendre quadrature positions were used and interpolated through Lagrange polynomials.

Unlike previous studies on the behavior of static structures using SFEM, the present work focuses on a comparative study, in both accuracy and computational cost, between the orthogonal bases (Lobatto, Chebyshev and Legendre), the equidistant base and the standard FEM (equidistant base with a low degree) in recovering the solution to 1D and 2D static problems using SFEM. Specifically, our 1D analysis uses Lagrangian interpolation at equally spaced points within the validity range as well as in the zeros of the Lobatto, Legendre, and Chebyshev polynomials. For the 2D analysis, triangular spectral elements constructed from Proriol polynomials [21] are used in two variables which are interpolated at equally spaced points and in the zeros of the symmetrized Lobatto polynomial in the triangular domain of reference. Subsequently, the spectral approximations are used in conjunction with the FEM to analyze a beam problem subjected to rapid spatial variation loading and another 2D problem with complex geometry and rapid spatial variation loading.

2. High-order Approximation in One Dimension

To improve the automation of the numerical calculation regardless of the size and degree of distortion of each element, the dimensionless space $[-1,1]$ is adopted for isoparametric mapping of coordinates and in the generation of the interpolation functions used in SFEM.

2.1. Generalized Vandermond matrix

Let the set of points, which depend on the polynomial order, be generated from the base of the dimensionless space. The general term of the interpolator polynomial in imposing the cardinality’s propriety is written as [2]

$$\psi_i(\xi) = \sum_{j=0}^{m} a_j \xi^j = a_0 + a_1 \xi + \ldots + a_m \xi^m = \delta_i^n$$

or

$$\psi_i(\xi) = \sum_{j=0}^{m} a_j \xi^j = a_0^i + a_1^i \xi + \ldots + a_m^i \xi^m = \delta_i^m$$

(1)
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where, \( \Psi_i \) is the shape function evaluated at \( i = 1, \ldots, (m+1) \), \( \delta^i_m \) is the Kronecker delta and \( a_i \) are the polynomial coefficients of the. The matrix \( V \) is called the matrix of Vandermonde.

\[
MV = I
\]

### 2.2. Nodal bases

The choice of interpolating base has great importance when one needs to obtain the approximation function to resolve a physical problem. This is because of the direct interference of the numerical procedure accuracy, either through errors in the geometric representation or those obtained in the mechanical response of the problem.

#### 2.2.1. Equidistant nodal bases

In order to construct a set of uniform points, the range of points as \( \{ \xi_k \in \mathbb{R}; -1 \leq \xi_k \leq +1 \} \) is used for the mapping the bases of the dimensionless space. The set is obtained through [23]:

\[
\xi_k = \xi_1 + r(k-1)
\]

where \( k = 1, \ldots, (m+1) \) is the partition of the interval, \( \xi_1 = -1 \) (the starting point), \( r = 2 / m \) is the ratio of arithmetic progression, and \( m \) is the order of interpolation.

### 2.3. Spectral bases

The spectral method is centered on the appropriate selection of base functions, which will lead to a solution with high convergence rate of a polynomial [14]. The combination of this approach with the discretization of the FEM, allows for a stable solution with high precision which removes limitations on the geometry’s domain with a significant decrease in the required mesh [15]. The choice of the orthogonal polynomials, as the function bases proved to be effective when the polynomials of Chebyshev [14], Lobatto [15, 19] and Legendre [13, 20], were chosen for static analysis with FEM.

Spectral expansions are used to ensure convergence in the numerical analysis of engineering problems thanks to the high degree \( m \) of approximation. Unlike other approximations, the spectral approach tries to guarantee the decrease of numerical error with a faster rate than any \( 1/m \) power [23].

In the spectral interpolation approach, the interior nodes are positioned at the zeros of the orthogonal polynomials. The dimensionless space of the set points are determined in the range of \([-1,1]\), having \( \xi_1 = -1 \) and \( \xi_m = 1 \) as extreme nodes, moreover, the \( m \)-zeros of polynomials as internal nodes.

The followings are the families of orthogonal polynomials, as well as the recurrence formulas used in this study.

#### 2.3.1. Lobatto’s spectral base

The corresponding distribution of the zeros of Lobatto polynomials is optimal for 1D interpolation, considering that one node is placed at the right-end and another at the left-end [22]. The recurrence function of Lobatto’s polynomials is presented in Eq. (5) [23].

\[
L_{m+1}(\xi) = \frac{1}{2^{m+1}(i+1)!} d^{i+2}_{\xi^2}(\xi^2-1)^{i+1} = \frac{i(2(i+1))!}{2^{m+1}(i+1)!} \xi^i
\]

#### 2.3.2. Legendre’s spectral base

Legendre polynomials are also defined in the interval \([-1,1]\) as the Lobatto polynomials. The recurrence function of Legendre’s spectra base is showed in Eq. (6) [13].

\[
L_m(\xi) = \frac{1}{2^m(m)!} d^m_{\xi^2}(\xi^2-1)^m = \frac{(2m)!}{2^m m!} \xi^m
\]

#### 2.3.3. Chebyshev’s spectral base

One of the most effective in elastostatic problems [14] is the distribution based on the polynomials of Chebyshev, \( C_m \).

Like the other orthogonal polynomials presented here, the Chebyshev polynomial has the definition domain in \([-1,1]\) and the range of variation \( |C_m(\xi)| \leq 1 \) with \(-1 \leq \xi \leq 1\). The Chebyshev recursive relation is presented in Eq. (7) [24]:

\[
\begin{bmatrix}
\begin{array}{cccccc}
\cdot & \cdots & \cdots & \cdots & \cdots & 1 \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \vdots \\
\end{array}
\end{bmatrix} \begin{bmatrix}
\begin{array}{cccccc}
a_{i0} & \cdots & a_{in} \\
\vdots & \ddots & \vdots \\
\vdots & \ddots & \ddots \\
\end{array}
\end{bmatrix} \begin{bmatrix}
\begin{array}{cccccc}
1 & \cdots & 1 \\
0 & \ddots & 0 \\
0 & \ddots & 0 \\
\end{array}
\end{bmatrix} = \begin{bmatrix}
\begin{array}{cccccc}
1 & \cdots & 0 \\
0 & \ddots & 0 \\
0 & \ddots & 0 \\
\end{array}
\end{bmatrix}
\]

(2)
\[ C_{m+1}(\xi) = 2\xi \ C_m(\xi) - C_{m-1}(\xi), \ m \geq 1 \]  

with \( C_0(\xi) = 1 \) and \( C_1(\xi) = \xi \).

### 3. High-order Approximation in Triangular Domain

Let us consider a polynomial interpolation for functions with two variables in the triangular domain contained in the physical space (plane \( xy \)). The triangle contained in the physical space is mapped to a standard right isosceles triangle contained in the parametric plane \( \xi_1 - \xi_2 \), such that \( 0 \leq \xi_1 \leq 1, \ 0 \leq \xi_2 \leq 1 - \xi_1 \), and an arbitrarily chosen vertex is \( i \) such that \( \xi_1 + \xi_2 = 1 \).

Throughout the interpolation process, Lagrange-like cardinal nodal interpolation functions are introduced, \( \psi(\xi_1, \xi_2) \), for \( i = 1, 2, \ldots, N \), with the following property:

\[ \psi_i(\xi_1^0, \xi_2^0) = \delta_{ij} \]  

where \( \delta_{ij} \) is the Kronecker delta.

The interpolation of a function \( f(\xi_1, \xi_2) \) is performed through a polynomial expansion with degrees of \( m \) over the area of the triangle contained in the dimensionless space, as follows:

\[ f(\xi_1, \xi_2) = \sum_{j=1}^{N} f_j(\xi_1, \xi_2) \psi_j(\xi_1, \xi_2) \]  

where \( f_j(\xi_1, \xi_2) \) is the presumed-known function values at each of the \( N = (m+1)(m+2)/2 \) nodes, with \( m \) being the degree of approximation.

Next, to compute the functions of cardinal nodal interpolation, a set of \( N \) polynomial functions, \( \psi_j(\xi_1, \xi_2) \), which forms a complete base for the polynomial space of order \( m \), is introduced as follows:

\[ \psi_j(\xi_1, \xi_2) = \sum_{j=1}^{N} c_{ij} \phi_j(\xi_1, \xi_2) \]  

where \( c_{ij} \) indicates unknown coefficients. By substituting Eq. (8) into Eq. (10), we can determine the unknown coefficients, \( c_{ij} \), as follows:

\[ \psi(\xi_1, \xi_2) = \Phi(\xi_1, \xi_2) \cdot [V_q]^{-1} \]  

where \( V_q \) is Vandermonde’s generalized matrix (Eq. (2)), with components \( V_q = \phi_j(\xi_1^0, \xi_2^0) \).

#### 3.1. Proriol’s polynomial base

A standard triangle is mapped from the parametric \( \xi_1 - \xi_2 \) plane to the standard square \(-1 \leq \xi_1 \leq 1, \ -1 \leq \xi_2 \leq 1 \) (Fig. 1), using the Duffy transformation:

\[ \xi_1^* = \frac{2\xi_1}{1-\xi_2} - 1, \xi_2^* = 2\xi_2 - 1 \]  

According to [23], a more desirable base is constituted using Proriol’s polynomial, which is totally orthogonal over the triangular domain. Proriol’s polynomial, \( PR_{pq} \), involves monomials of the form \( \xi_1^p \xi_2^{q-p} \) with the order of \( k + q \) and with \( p = 1, 2, \ldots, k \) and \( q = 1, 2, \ldots, l \), such that

\[ PR_{pq} = \sum_{i=0}^{k} \binom{k}{i} \binom{k-1}{i} \left(\frac{\xi_1}{2}\right)^i \left(\frac{1-\xi_2}{2}\right)^{k-i} \sum_{j=0}^{l} \binom{l+2k+1}{l-j} \left(\frac{\xi_2}{2}\right)^j \left(\frac{1-\xi_2}{2}\right)^{l-j} \]  

#### 3.2. Equally spaced nodal distribution

To obtain the degree interpolator polynomial \( m \), the equally spaced distribution (Fig. 2) is given as [24]

\[ \xi_1^* = v_i, \ \xi_2^* = 1 - v_{m+2-j} \]  

where \( v_i = (i - 1)/m \) indicates the dimensionless points for \( i = 1, 2, \ldots, m+1 \) and \( j = 1, 2, \ldots, m = 2 - i \).
3.3. Symmetrized spectral nodal base

As proposed in ref. [23], in this study, the following triangular distribution of Lobatto endowed with three-fold rotational symmetry is used:

\begin{align}
\xi_i^1 &= \frac{1}{3}(1 + 2v_i - v_j - v_k), \quad \xi_i^2 = \frac{1}{3}(1 + 2v_j - v_i - v_k) \\
\end{align}

(15)

where \(i = 1, \ldots, m+1\), \(k = m + 3 - i - j\) and \(j = 1, \ldots, m + 2 - i\), \(v_i = 0\), \(v_j = (1 + t_{i-1})/2\) and \(v_{m+1} = 1\) are non-dimensional points, where \(t_i\) for \(i = 2, 3, \ldots, m\) are the zeros of the orthogonal polynomials (Lobatto, Legendre, or Chebyshev) of degree \(m-1\) distributed in the interval \([-1,1]\).

4. Lebesgue Constant and Condition Number

To begin with the study of the Lebesgue constant, it is necessary to define an error quantification, called the max norm. The max norm of a function \(f(x)\), denoted by \(\|f(x)\|\), is defined as the maximum absolute value \(f(x)\) over an interpolation interval [2]. Defining the max norm in interpolation, it is possible to determine an optimal polynomial, \(P_N(x)\), which holds the minimum error for the max norm \(\|e(x)\|\), called the minimax error and written as \(p_N[f(x)]\). To calculate \(\|e(x)\|\), consider a function \(f(x)\), which is interpolated by \(P_N(x)\). The difference between the exact function and the approximation is given as follows:

\[e(x) = P_N(x) - f(x)\]

(16)

For the calculation of the maximum norm \(\|e(x)\|\), the set of all functions \(f(x)\) with the unit max norm, \(\|f(x)\| = 1\), is considered. The corresponding norm of the interpolation error is [2]
Then, the Lebesgue lemma is applied [5]. To emphasize that the polynomial \( P_N(x) \) is an approximation of the function \( f(x) \), the notation \( P_N(x, f) \) is used, and the inequality is developed as follows:

\[
\|e(x)\| \leq \left\| P_N(x) - P_N^m(x) \right\| + \left\| P_N^m(x) - f(x) \right\| = \|P_N(x) - P_N^m(x)\| + P_N[f(x)]
\]  

(17)

Thus, the limit for norm \( \|P_N\| \) is obtained [5]

\[
P_N \equiv \text{Max} \left( \sum_{i=1}^{N+1} \left| f(x_i) \right| \right) \leq \text{Max} \left( \sum_{i=1}^{N+1} \left| \psi_i(x_i) \right| \|\|f(x) - P_N^m(x)\|\| \right) \leq \text{Max}(\exists_N(x))
\]  

(18)

where \( \exists_N \) is the Lebesgue function. The maximum value of the Lebesgue function is the Lebesgue constant [5]:

\[
\exists_N(x) \equiv \sum_{i=1}^{N+1} \|\psi_i(x)\|, \Lambda_N \equiv \text{Max}(\exists_N(x))
\]  

(19)

The combination of Eqs. (21) and (19) reveals that the interpolation convergence properties depend on the minimax error and the Lebesgue constant in the polynomial order. A problem is said to be well-conditioned when large perturbations in the data cause small disturbances in the linear system solution. On the contrary, when small perturbations in the data cause significant disturbances in the results, it is said that this is a poorly conditioned problem. One way to quantify this feature is given by the condition number analysis. Thus, the lower the number of conditions, the better is the conditioning of the problem [25]. The condition number of a matrix \( A \) is defined as

\[
\text{cond}(A) = \|A\|\|A^{-1}\| = \sqrt{\sum_{i=1}^{m} \xi_i^2}
\]  

(20)

where \( \xi_i \) indicates the coefficients of matrix \( A \).

To quantify the error associated with the use of high-order approximations, consider a function \( f(x) \), which is interpolated by polynomial \( P_m(x) \), of equal or lesser degree \( m \), the relative error is given by

\[
\text{Error} = \left| \frac{P_m(x) - f(x)}{P_m(x)} \right|
\]  

(21)

5. Formulation of 1D and 2D FEM

The FEM formulation is performed through the principle of virtual work (PVW) applied to both 1D and 2D problems, as [18]

\[
\int_{\Omega} \delta u^T \sigma dV = \int_{\partial \Omega} \delta u^T q dS + \sum_{i=1}^{m} \delta u_i f_i
\]  

(22)

The terms on the r.h.s. of Eq. (24) represent the virtual work of the surface tractions \( q \) and the external point load \( f \). The integral on the l.h.s. represents the work performed by stress \( \sigma \) over the virtual strain \( \delta \varepsilon \). The displacement fields are given by \( \delta u \) and \( \delta u_i \) for point displacements.

From the integral formulation, Eq. (24), the finite element discretization of any order is performed, which provides the system of equations:

\[
[k][d] = [f]
\]  

(23)

where \( [k] = \sum_{i=1}^{N}[k_i] \) is the stiffness matrix of the system and \( [f] = \sum_{i=1}^{N}[f_i] \) is the vector of global forces. According to beam theory the elementary stiffness matrix and the force vector are expressed as [26]
\[ [K'] = \int_{-1}^{1} (EI)' [B']^T [B'] J(\xi) d\xi, \quad \{f'\} = \int_{-1}^{1} [\psi]^T q(x) J(\xi) d\xi \] (26)

where \([\psi]\) is the shape function matrix of the beam element (1D), \([B']\) is the vector containing the second derivative of the shape functions, and \(J(\xi)\) is the Jacobian function of the transformation. The shape functions of the beam element are obtained by Hermite interpolation at the nodal points in the zeros of orthogonal polynomials presented in sect. 2.3. For 2D problems, the elementary stiffness matrix and the force vector are expressed as [26]

\[ [K'] = \int_{\Omega} [B]^T [D][B] J(\xi, \eta) d\xi d\eta , \quad \{f'\} = \int_{\Omega} [\psi]^T \{t\} J(\xi, \eta) d\xi d\eta \] (27)

where \(T\) is a dimensionless \(\xi, \eta, \xi, \eta\) standard triangle and \(t\) is its thickness. For plane stress problems, \(t\) is the actual thickness of the solid. In plane strain situations, the analysis domain is a unit slice and \(t\) is equal to one. The \([B]\) term is

\[
[B] = [B_1, B_2, B_3 \ldots B_N], \quad B_i = \begin{bmatrix}
\frac{\partial \psi_i}{\partial x} & 0 \\
0 & \frac{\partial \psi_i}{\partial y} \\
\frac{\partial \psi_i}{\partial y} & \frac{\partial \psi_i}{\partial x}
\end{bmatrix}
\] (28)

and

\[
[D] = \begin{bmatrix}
d_{11} & d_{12} & 0 \\
d_{21} & d_{22} & 0 \\
0 & 0 & d_{33}
\end{bmatrix}
\] (29)

is the elastic material matrix (or constitutive matrix). For plane stress \(d_{11} = d_{22} = E / (1 - \nu^2), d_{33} = E / [2(1 + \nu)] = G\), \(d_{12} = d_{21} = \nu d_{11}\), and for plane strain \(d_{12} = d_{21} = E(1 - \nu) / [(1 + \nu)(1 - 2\nu)], d_{13} = d_{23} = d_{31} = d_{32} = d_3 = d_6 = 0\), \(d_{11} = d_{12} = d_{33} = E / [2(1 + \nu)] = G\), where \(E\) and \(G\) are the transverse and longitudinal moduli of elasticity, respectively, and \(\nu\) is the Poisson ratio. Thus, \([k] = \sum_{i=1}^{N} [k']\) is the stiffness matrix of the system and \(\{f'\} = \sum_{i=1}^{N} \{f'\}_i\) is the vector of global forces, with \(\{f'\} = \int_{\Omega} [\psi]^T \{t\} ds\) being the equivalent nodal force vector originating from surface tractions.

6. Numerical Results

Numerical examples are presented to analyze the influence of the nodal bases (presented in the previous sections), considering the reproduction of geometries and representation of physical problems for 1D and 2D solids by FEM.

6.1. Mapping of 1D function with rapid increases

In order to illustrate the efficiency of spectral interpolation in recovering the geometries with complex characteristics, the following approximation of the analytical function is considered:

\[ F(x) = \frac{1}{1 + 25x^2} \] (30)

Fig. 3 shows that the equally spaced base deteriorates more rapidly compared with the orthogonal bases as the polynomial order is increased. This poor performance is located in the regions near the ends of the interpolated element, and is explained through the Runge phenomenon. The quantification of the deterioration of the equidistant base can be seen in Fig. 4a, which plots the Lebesgue constant against the degree of the interpolator polynomial. Fig. 4b presents a treatment of the error by the Euclidean norm (condition number) of the Vandermonde matrix, showing an accentuated growth for the equally spaced nodal base when compared to the other bases. Table 1 quantitatively presents the values of the Lebesgue constant with an increase in the polynomial order. It is shown in Table 1 that the equidistant base presents unlimited values when compared to the orthogonal bases of Legendre, Chebyshev, and Lobatto, which guarantees better efficiency in the interpolation to orthogonal bases.

6.2. Mapping of the rapidly increasing function in triangular domain

To demonstrate the interpolation strategies presented for a triangular element, the interest function defined in Eq. (31) is mapped. This function has a validity domain over the equilateral triangle of unit sides and \((\xi_1, \xi_2) = (1 / 2, \sqrt{3} / 6)\) is the
The results obtained with the distribution at the orthogonal base nodes using the Proriol interpolator polynomial are compared with those of the equidistant distribution. Unsatisfactory performance is observed through Fig. 5 in case of a high polynomial order when using uniformly spaced points. In Fig. 5, it is observed that the equally spaced points do not guarantee convergence as the order of the approximation is increased, i.e., the order of approximation of 20 provided better results compared to that of 40. However, fine performance is observed when the bases formed by the families of the orthogonal polynomials are used.

\[
F(\xi_1, \xi_2) = \frac{1}{1 + 25(\hat{\xi}_1 - \hat{\xi}_1^*)} \frac{1}{1 + 25(\hat{\xi}_2 - \hat{\xi}_2^*)}.
\]

Fig. 3. Dependence of nodal base on the representation of functions with rapid increases.

Fig. 4. Lebesgue constant (a) condition number (b).

6.3. Applications

In this section, two problems are presented and three analyses are performed. The 1D and 2D analyses are performed for a simply supported beam and a one subjected to a loading with rapid increases. The third analysis is related to the 2D elastostatic problem of a mechanical gear subjected to a loading with rapid increases. In the 1D analysis of the simply supported beam, the modulus of elasticity \( E \), moment of inertia \( I \), and thickness are all unitary, with compatible units.
Other values of the mechanical constants are reported in the following examples. In all analyses, the spectral bases are used together with FEM. In order to evaluate the computational cost between nodal bases, the CPU time study was implemented in FORTRAN and all numerical analysis were done on a machine with Intel® Core™ i7-6500U CPU, 2.5GHz with 4 cores and 4 logical Processors and 16 GB of RAM.

6.3.1. Discretization of the simply supported beam: a 1D approach

For the 1D approach, a simply supported beam (Fig. 6a) is subjected to a distributed load with intensity given by Eq. (30). In the numerical analysis, a single-beam finite element is used in the discretization of the problem and the polynomial order is increased for each previously presented nodal base. Fig. 6b shows a graph of the beam’s maximum displacement error as the degree of approximation is increased. Fig. 6b also depicts the low performance of the equally spaced base when attempting to recover the analytical displacement field, although this one has a lower error than the other bases when low-order approximation is used. In contrast, all spectral bases analyzed here, which are constructed using orthogonal polynomials (Lobatto, Legendre, and Chebychev), can converge to the reference solution as the polynomial order is increased.

![Graphs showing the comparison between nodal bases and analytical function for each edge of the standard triangle.](image-url)
Table 1. Lebesgue constant for random degrees of interpolation.

<table>
<thead>
<tr>
<th>Order</th>
<th>Equidistant nodes</th>
<th>Lobatto nodes</th>
<th>Legendre nodes</th>
<th>Chebyshev nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1.2499</td>
<td>1.2499</td>
<td>1.2499</td>
<td>1.2499</td>
</tr>
<tr>
<td>3</td>
<td>1.6311</td>
<td>1.5140</td>
<td>2.0234</td>
<td>3.0550</td>
</tr>
<tr>
<td>4</td>
<td>2.2078</td>
<td>1.6358</td>
<td>2.1426</td>
<td>3.2370</td>
</tr>
<tr>
<td>5</td>
<td>3.1062</td>
<td>1.7785</td>
<td>2.4289</td>
<td>3.8284</td>
</tr>
<tr>
<td>6</td>
<td>4.5487</td>
<td>1.8737</td>
<td>2.5324</td>
<td>4.0137</td>
</tr>
<tr>
<td>7</td>
<td>6.9294</td>
<td>1.9723</td>
<td>2.6952</td>
<td>4.3333</td>
</tr>
<tr>
<td>8</td>
<td>10.938</td>
<td>2.0453</td>
<td>2.7753</td>
<td>4.4796</td>
</tr>
<tr>
<td>10</td>
<td>29.890</td>
<td>2.1804</td>
<td>2.9522</td>
<td>4.8153</td>
</tr>
<tr>
<td>20</td>
<td>109730</td>
<td>2.6064</td>
<td>3.4651</td>
<td>5.7840</td>
</tr>
</tbody>
</table>

Fig. 6. Simply supported beam subjected to loads with rapidly increasing behavior (a) and comparison between the nodal bases with respect to the error in the maximum displacement of the simply supported beam (b).

In Fig. 7a, a comparative study between the orthogonal bases (with degree equal 21) and equidistant base with degree equal 2 (Standard FEM), both with the same mesh (1 element), are analyzed. The results demonstrated the high accuracy of the orthogonal bases in recovering the analytical displacement field. The equidistant base with the degree of 2 (Standard FEM) however, differ significantly in relation to the analytical solution. Additionally, the equidistant base with a high order (m = 21), proved to be unstable when compared to orthogonal bases. Fig. 7b compares the computational cost for the nodal bases presented in this paper against the polynomial degree. While an increase in the polynomial degree necessitates more gauss points in the numerical integration, this has a negligible impact on computational cost across all nodal bases. The error in the stress field is shown in Fig. 8. Again, the orthogonal bases were able to stabilize at a high polynomial degree, while the equidistant base proved unstable in the analysis performed here.

Fig. 7. Comparison between the bases with respect to displacement field of the simply supported beam (a) and comparison between the nodal bases with respect to Computational efficiency (b).
6.3.2. Discretization of the simply supported beam: a 2D approach

The same structure and loading as those shown in Fig. 6 are analyzed using a 2D approach. In this paper, the influence in the displacement field is analyzed when the mesh, for both the structure and for the loading, is varied. During the analysis, the following information is used: modulus of elasticity, $E = 210\text{GPa}$, Poisson ratio, $\nu = 0.3$, beam length $L = 10\text{m}$, beam height $h = 1\text{m}$, and thickness $t = 1\text{m}$.

In this study, the variation in the maximum displacement error (ordinate axis) is analyzed as the following parameters are varied: degree of approximation of the load (abscissa axis), degree of approximation, and number of triangular elements in the discretization of the problem domain. Fig. 9 shows that the change in the degree of approximation of the structure, here called geometry’s degree, does not interfere in the displacement error analysis. However, the displacement results are sensitive to the variation in the number of elements. Another evaluation from Fig. 9 is that for a

Fig. 8. Maximum error in stress field of the beam as the degree of approximation is increased.

Fig. 9. Maximum displacement error as the number of elements and degree of approximation of both geometry and the load are varied.
lesser number of mesh elements, the displacement field errors are insignificant when a high-order spectral base is used, but not when the equally spaced high-order base is applied. However, as the number of elements in the mesh is increased and the degree of loading approximation is varied, one can observe that the equally spaced base continues to provide inconsistent results in addition to the fact that the Chebychev base provides small errors when the order of approximation is above 20, which is not the case for Legendre and Lobatto bases.

A comparative analysis between the orthogonal bases (with the geometry’s degree of 10 and the loading approximation of 20) and the equidistant base with degree equal 2 for geometry and loading approximation (Standard FEM) is carried out. In Fig 10a, the stability of the orthogonal basis in recovering the solution, even with a poor mesh, is shown. The equidistant base with degree equal 20 observes higher error when the mesh is lower. In addition, the equidistant base provided inconsistent results even when the mesh was increased. This poor performance can be attributed to Runge phenomenon. As we increase the number of elements, the standard FEM converges to reference solution with a minimum of 35 elements. In Fig. 10b, while the computational cost for standard FEM remained unchanged as the number of elements increases, the orthogonal bases observed a significant increase in CPU time. In Fig. 11, the characteristics of all nodal bases in recovering the stress field with both mesh and geometry’s degree fixed (4 and 10 respectively) is presented. As can be seen, the orthogonal bases succeeded in stabilizing when the degree was above 10, while the equidistant base observed significant error.

Fig. 10. Comparative study in maximum displacement error between the orthogonal bases and the standard FEM as the number of elements increases (a) Computational cost as the number of elements enhance for all the orthogonal bases and the standard FEM (b).

Fig. 11. Maximum error in the stress field for all the nodal bases when the degree increases.

6.3.3. Elastostatic analysis of a gear: a 2D approach

The geometrical design of a mechanical gear, and in detail, the representative element of the tooth, as well as the imposition of the loading described by Eq. (30), is shown in Fig. 12. In this example, the geometry of the gear includes an internal diameter of 32 mm and an external diameter of 34 mm. The loading, represented by Eq. (30) is applied perpendicular to the region marked in red in Fig. 12. Both horizontal and vertical displacement are restricted at point A and B (see Fig. 12). For numerical analysis, the reference solution consists of 22,000 triangular elements with a degree of approximation equal to 2 for the domain mesh and 112 1D elements for discretizing the load are constructed using the Abaqus software. In the analysis of the efficiency of the spectral bases compared to the equally spaced base, a mesh formed by two triangular elements is used to describe the gear’s geometry and a 1D single element is used to describe the loading.

For the present example, which has complexity in both the geometric and load representations, it can be seen (Fig. 13) that only the spectral base of Lobatto, from a degree of approximation of 9, presents excellent stability in convergence for the reference solution. The other bases differ significantly in relation to the reference solution even when a high degree of approximation is used. In addition, the standard FEM (equidistant nodes with degree equal 2) observed a significantly higher error when compared to Lobatto base with degree equal 20. For this analysis, the degrees of approximation for both geometry and loading are varied equally.

Fig. 12. Geometric representation of the gear

Fig. 13. Maximum displacement error for the gear subjected to a load with gradient of intensity

In Fig. 14a, the error in the stress field is shown. It can be observed that the orthogonal bases obtained a good performance when the order was increased higher than 10, and excellent stability in recovering the reference solution when both geometry’s and loading degree was high. On the contrary, the equidistant base proved unstable in capturing the stress field. In Fig. 14b, the relationship between computational cost of all nodal bases to the degree of approximation is shown. As can be observed, none of the nodal bases observed significant computational cost when the degree was less than 8. When the order was further increased however, a considerable increase in computational cost can be observed for all the bases, with the rate of increase approximately the same for each.

Fig. 14. Maximum error in the stress field for the gear subjected to a load with gradient of intensity (a) and the CPU time for all the nodal bases as the degree increases.

7. Conclusion

The analysis of the spectral interpolation applied to FEM is presented for 1D and 2D elastostatic problems. The spectral interpolation is constructed from the nodal bases formed by zeros of the orthogonal polynomials. In this paper, a comparative study was carried out between the bases generated by Legendre, Lobatto, and Chebychev polynomials and a base constructed with equally spaced nodes, the latter being commonly used. In both the 1D and 2D approaches, the shape functions used in the FEM were constructed using the generalized Vandermonde matrix. In addition, 2D interpolation was performed using Proriol’s function imposed on the positions of the nodal bases (Legendre, Lobatto, Chebychev, and equally
spaced), and for the 1D approach, a complete Lagrange-type polynomial was used. Considering the nodal bases, it is observed that the error in the interpolation process is directly related to the position of the interpolating nodes, which can be represented by the following parameters: the Lebesgue constant and the condition number of the generalized Vandermonde matrix (Fig. 4).

In the present paper, a comparative study between the low- and high-order nodal bases is performed using the Lebesgue constant, condition number, and relative error. In this study, structures with complex geometries (gear) and loaded with rapid increases are analyzed. The results indicate that the high-order spectral base, especially that of Lobatto, is significantly efficient compared to the equally spaced base, when 1D or 2D elastostatic problems with complex geometries and subjected to loads with gradient of intensity are analyzed. It is observed that the Lobatto base provides a lower Lebesgue constant and condition number when compared to all other bases presented in this study. Fig. 13 shows the efficiency of Lobatto approximation with fewer elements (with two triangular elements for the structure mesh and a single 1D element for loading) as the order of approximation is high, which is not the case for other bases. In all examples presented in this paper, a comparative study between the high-order bases and the standard FEM with the same mesh is performed. The standard FEM proved to be less successful in the recovery of solutions with a less refined mesh, while the orthogonal bases showed improved efficiency with a significantly lower requirement in mesh discretization. In terms of computational time, the orthogonal bases presented higher computational cost when the geometry’s degree (Fig. 14b) and the mesh discretization (Fig. 10b) was increased, while the standard FEM observed a low computational cost regardless. In the 1-D case (Fig. 7b), the spectral bases matched the computational cost of the standard FEM even when the degree was increased. The increase in CPU time when the nodal bases with higher degree was used is due to the necessity for more gauss points, however this is only observed in the 2-D approach.

In view of the presented results, we can observe that the spectral base of Lobatto, together with FEM, is significantly efficient and cost-effective for both 1D and 2D problem analysis, especially in the 1-D analysis, and it is desired to use fewer elements and a high order in the degree of approximation.
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