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Abstract

The study of the dynamic behavior of a rigid body with one fixed point (gyroscope) has a long history. A number of famous mathematicians and mechanical engineers have devoted enormous time and effort to clarify the role of dynamic effects on its movement (behavior) – stable, periodic, quasi-periodic or chaotic. The main objectives of this review are: 1) to outline the characteristic features of the theory of dynamical systems and 2) to reveal the specific properties of the motion of a rigid body with one fixed point (gyroscope). This article consists of six sections. The first section addresses the main concepts of the theory of dynamical systems. Section two presents the main theoretical results (obtained so far) concerning the dynamic behavior of a solid with one fixed point (gyroscope). Section three examines the problem of gyroscopic stabilization. Section four deals with the non-linear (chaotic) dynamics of the gyroscope. Section five is a brief analysis of the gyroscope applications in engineering. The final section provides conclusions and generalizations on why the theory of dynamical systems should be used in the study of the movement of gyroscopic systems.
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1. Dynamical Systems. Basic Concepts

Let us consider the following system of differential equations

\[ \dot{x}_i = \frac{dx_i}{dt} = f(x_1, x_2, ..., x_n, t), \quad i = 1, 2, ..., n, \] (1.1)

where the functions \( f \) are continuous for \( -\infty < x_j < +\infty \) and satisfy the Lipschitz condition in an arbitrary area \( D \), i.e.

\[ \sum_{j=1}^{n} |f(x_1, x_2, ..., x_n, t) - f(y_1, y_2, ..., y_n, t)| < \text{const} \sum_{i=1}^{n} |x_i - y_i|. \] (1.2)

for arbitrary \( (x_1, x_2, ..., x_n) \in D, \quad (y_1, y_2, ..., y_n) \in D \). Such systems (of the (1.1) type), are called dynamical. The term “dynamical system” first appeared in mechanics, where it referred to a mechanical system with a finite number of degrees of freedom [8]. The states of such a system are usually characterized by the coordinate and the speed of its variation, and the law of motion determines the speed of change in the system’s state [6, 10, 75, 77, 89].

In the simplest case, the state of the dynamical system can be characterized by the quantities \( x_1, x_2, ..., x_n, \)
which can assume arbitrary real values in \( D \). We should note that the different states correspond to two different sets \( \{x_1, x_2, \ldots, x_n\} \) and \( \{y_1, y_2, \ldots, y_n\} \), and vice versa. The proximity of all \( x_i \) to \( y_i \) means proximity of the corresponding states. Then, the law of motion could be written in the form

\[
\dot{x}_i = f(x_1, x_2, \ldots, x_n). \tag{1.3}
\]

The system (1.3) is called autonomous if, unlike system (1.1), which is called non-autonomous, it explicitly depends on time.

The division of the dynamical systems into autonomous and non-autonomous is in a certain sense conventional. And indeed, through the introduction of a new independent variable \( x_{n+1} \), such that \( x_{n+1} = t \), it is possible to substitute a non-autonomous system of \( n \)-th order (1.1) with its equivalent system of \( (n+1) \)-th order.

If we consider the values \( x_1, x_2, \ldots, x_n \) as coordinates of point \( x \) in the \( n \)-dimensional space, then we can represent geometrically the state of the dynamical system by means of this point \( x \). Then, \( x \) is called a phase point, and the space – phase space of the dynamical system. The change in the state in time is displayed as a motion of the phase point along a certain curve, called phase trajectory.

All dynamical systems can be separated into two main groups: conservative and dissipative. In case the system is described by differential equations, (1.3) then it can be shown (according to the divergence theorem) that the variation of its phase volume \( dV \) during a time \( dt \) is

\[
dV = dt \left[ \frac{dx_1}{dx_1} + \frac{dx_2}{dx_2} + \ldots + \frac{dx_n}{dx_n} \right] dx_1 dx_2 \ldots dx_n = dt \text{div} \dot{x} dx,
\tag{1.4}
\]

where \( \dot{x} \) is a vector with components \( \dot{x}_1, \dot{x}_2, \ldots, \dot{x}_n \). Hence, the sufficient condition for the conservation of the phase volume has the form

\[
\text{div} \dot{x} = 0. \tag{1.5}
\]

Similarly, the sufficient condition for the decrease of the phase volume is

\[
\text{div} \dot{x} < 0. \tag{1.6}
\]

In nature all systems are dissipative [62], yet if dissipation is very small (for a limited time) then such systems behave as conservative. Dissipative systems can also be sub-classified as passive and active ones.

Systems are called passive if they do not contain any energy sources. On the other hand, the systems are called active if they contain a constant (or alternating) energy source.

Active systems can be: amplifiers and generators. For amplifiers the evolution of the dynamical variables is completely determined by the external action arriving at the input. In case that action is not available for a long time, the signal at the output of the amplifier has to be unavailable. However, if the amplification factor is big enough, then a signal at the output of the amplifier actually exists in the case where no external action arrives at the input. If the amplification factor is big enough, fluctuations (both external and internal) that are considerably amplified manifest themselves in the output signal.

Generators are those active systems in which the motion is spontaneously excited, without any external action (force). Here we note that an amplifier is necessary but insufficient component of any generator [62]. An amplifier becomes a generator if it is included in a feedback loop, so that a part of the signal from the amplifier output is supplied to its input.

Often the term “self-oscillatory system” meaning “generator” is used. Historically, the term (and also definition) “self-oscillations” refers only to autonomous systems [4]. Later, this definition is nowadays extended and generalized to non-autonomous systems by Landa [62].

### 1.1 Asymptotic Behavior of the Dynamical Systems

Asymptotic, is called the behavior of a dynamical system, under an unlimited increase in the time argument. The study of the asymptotic behavior of the solutions of the dynamical systems is related to the definition of the property – stability [8, 15, 30, 48].

There exist different definitions of stability and different kinds of this property corresponding to them. One of the most often used is – stability by Lyapunov. The phase trajectory \( x = x(x_0, t) \) is called stable by Lyapunov, if for each positive arbitrarily small number \( \epsilon \), there exists a positive number \( \delta \), such that for an arbitrary trajectory \( y = y(y_0, t) \), with an initial condition \( y_0 \), the condition \( d(x, y) < \delta \) (where \( d(\cdot) \) is the distance in the phase space) and the inequality \( d(x, y) < \epsilon \), is valid, i.e. for an arbitrary moment \( t \), the phase point \( y(t) \) must be situated at a distance, smaller than \( \epsilon \) from another point of the phase trajectory \( x = x(x_0, t) \), regardless of the time.

Equilibrium states can serve as attractors of the dynamical systems, i.e. all trajectories in their neighbourhood can be asymptotically attracted at \( t \to \infty \). At \( t \to -\infty \), the corresponding sets are called repellers [8, 48].
1.2 Structural Stability (Robustness) of the Dynamical Systems

The concept of structural stability (together with results, obtained at the application of this concept) for a two-dimensional dynamical system is formulated by Andronov and Pontryagin in 1937 in [5], which is afterwards generalised in [66] by Leontovich and Mayer. It should be noted here that Andronov and Pontryagin use the term – robustness as equivalent to structural stability. In the literature in English, the equivalent term is structural stability, but sometimes robustness is also used. The latter, however, is also used in biology in a wider (and mathematically indefinite) sense, as the capability of the biological system to preserve a sufficient number of its properties determining its identity, under the influence of a great number of external impacts. A similar understanding of robustness, could also be designated as a capability for structural and functional preservation of the biological system. This is, however, so wide that it is not formulated in mathematical language up until now. Still, it is evident that the terms stability and robustness (structural stability) are particular cases of the wider concept robustness, and their investigation is a necessary (albeit insufficient) stage on the way to the clarification of their meaning in the robustness context. For that reason, we should also adduce here the mathematical definition of the robustness property (i.e. structural stability) [30, 48]:

**Definition**: The dynamical system (1.1) is **robust**, if there exists an infinitely small positive number \( \delta \), such that the phase trajectories of the perturbed dynamical systems,

\[
\dot{x} = X(x_1, x_2, \ldots, x_n) + \xi_i(x_1, x_2, \ldots, x_n),
\]

where the perturbation \( \xi_i(x_1, x_2, \ldots, x_n) \) is sufficiently small, have equal topological structure.

**Theorem.** The system (1.1) is **robust** in the area \( D \subset R^n \), if, and only if:

1. The equilibrium state is simple and is not of “centre” type;
2. The limit cycles are stable or unstable;
3. There are no separatrices, starting and ending in one and a same saddle, or separatrices, connecting two saddles.

It follows from the given definition and theorem that robust dynamical systems are those, whose phase space structure, is not changed at small perturbations (changes) in the right hand side of the differential equations describing them. The requirement for robustness of two-dimensional autonomous dynamical systems essentially simplifies the possible number of structures in the phase plane [24]. Each of these structures is determined by a finite number of specific phase trajectories: equilibrium states, separatrix curves of saddle equilibrium states and closed phase trajectories, called limit cycles.

The robustness of the dynamical system can be considered as stability of the structure of separate parts or of the whole phase space in relation to small perturbations. It is precisely in view of this circumstance that the term robustness is often replaced with its equivalent expression – structural stability [70, 84].

The use of the term robustness, for cases of multidimensional systems, is related with a number of difficulties. From the studies [2, 25, 79, 80, 95], it becomes clear that robust systems can be quite complex and, most importantly, there can be whole areas in the parametric space of the multidimensional systems, in which they are not robust, i.e. they are structurally unstable.

1.3 Structural Stability of Multidimensional Dynamical Systems

Let us consider the linear system

\[
\dot{x} = Ax,
\]

where \( x \in R^n \), and \( A \) is a constant matrix. If we choose the coordinate system \( x \) in such a way that the matrix \( A \) has a Jordan form, then each zero solution will have one of the following types of behavior:

<table>
<thead>
<tr>
<th>Type</th>
<th>( |x(t)| \rightarrow \infty ) at ( t \rightarrow \pm \infty )</th>
<th>saddle, saddle-focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type 2</td>
<td>( |x(t)| \rightarrow 0 ) at ( t \rightarrow \pm \infty ), ( |x(t)| \rightarrow \infty ) at ( t \rightarrow -\infty )</td>
<td>attractor</td>
</tr>
<tr>
<td>Type 3</td>
<td>( |x(t)| \rightarrow 0 ) at ( t \rightarrow -\infty ), ( |x(t)| \rightarrow \infty ) at ( t \rightarrow +\infty )</td>
<td>repeller</td>
</tr>
<tr>
<td>Type 4</td>
<td>( |x(t)| ) and ( |x(t)|^2 ) - are unlimited</td>
<td>centre</td>
</tr>
</tbody>
</table>

We have solutions of type 4, when \( A \) has eigenvalues (proper numbers) with a zero real part. If the eigenvalue
(proper number) is zero, then the whole straight line, generated by the corresponding proper vector, consists of equilibrium states. For a couple of purely imaginary eigenvalues (proper numbers), there exists an equilibrium state in the origin of the coordinate system, and a periodical solution. If the number of the imaginary couples is more than one, then there may exist quasiperiodical solutions.

If we have the first three types of solutions (see Table 1), the equilibrium state in the origin of the coordinate system is called hyperbolic.

The structurally stable multidimensional dynamical systems possess only hyperbolic equilibrium states and limit cycles. There can be only three types of robust equilibrium states in two-dimensional systems: a node, a focus, and a saddle. In the n-dimensional dynamical systems, there can be separated \( (n + 1) \) types of specific points [8].

The *Morse-Smale* systems are the simplest among multidimensional dynamical systems. These are systems, satisfying axiom A, the strict condition for transversality, and have a finite non-fuzzy set. From the latter requirement, it follows that all basic sets of the Morse-Smale systems are trivial, i.e. each of them is a periodic trajectory. Only the *equilibrium states* and the *limit cycles* can be attractors in the Morse-Smale systems.

The class of multidimensional dynamical systems, characterised by the existence of an even number of hyperbolic periodical solutions and an odd number of fuzzy trajectories is another class of structurally stable systems, different from the Morse-Smale systems. Such class of systems is called *untrivially hyperbolic systems* [7, 85, 87, 89].

### 1.4 Bifurcation Theory

This section of the theory of dynamical systems, which is especially dedicated to learning how to perform qualitative change in the behavior of phase trajectories at a change of one or several parameters, is called bifurcation theory [77, 88, 89].

#### 1.4.1. Bifurcations of Stationary Solutions in One-parameter Dynamical Systems

All actually occurring models have coefficients or external parameters, the numerical values of which are not exactly known. Their values are selected so that, with the help of models, to describe better the existing empirical data. In the theory of dynamical systems we are interested in the *qualitative changes in the dynamics* at a change in the parameter values.

The most simple and best studied is the bifurcation of the equilibrium state in the presence of one parameter [13, 59, 75]. More complex bifurcations are described (examined) in the theory of bifurcations: bifurcation of the equilibrium state in the presence of more than one parameter in the system; bifurcation of periodic motion; relationship between the equilibrium and / or limit cycles; bifurcations of the more complex basis sets. We may refer to them the study on how, at a change of the parameters of systems of Morse-Smale type, these systems are transformed into (or are born from) systems with non-trivial hiperbolicity that satisfy axiom A.

As fully complete can be considered the theory of bifurcation of the equilibrium state in a single-parameter dynamical systems [46, 86]

\[
\dot{x} = f(x, \mu),
\]  

where \( \mu \) is a parameter. We'll consider that for values of the parameter \( \mu \) belonging to some interval (as, without losing the overall picture, this interval may be considered to be in the vicinity of zero), this system has an equilibrium state \( x = 0 \). For the study of its stability, we must consider the linearized system in variations and determine the signs of the real parts of the proper numbers of the parts on the right hand side of the matrix of this system. If all roots of the real parts are negative, the linearized system is asymptotically stable and the examined equilibrium state is steady.

If, among the real parts of the roots, there is only one that is positive, at some initial conditions the solutions of the system in variations grow exponentially, and this means that the equilibrium state is unstable.

If in some cases the real part of the roots is zero, the examining of variations in the linearized system is insufficient to address the issue of the stability of the stationary solution. Such conditions are *not grossly degenerate*. The degree (co-dimensionality) of degeneracy is equal to the unit at one zero root or two purely imaginary roots. Co-dimensionality two appears at two zero roots or at one zero root and two purely imaginary roots, etc. Small disturbances in the right parts of the dynamic system can ensure the absence of degeneracy. In one-parameter dynamical systems (at selected parameter values) degeneracies of co-dimensionality one appear irreversibly, and at two-parameter dynamical systems – of co-dimensionality two, etc. [1, 59].

These degenerate cases, which are persistent for a certain group of dynamical systems (with one, two or more parameters) at small disturbances, appear to be critical for this family (group). If the system (1.9) gradually evolves, i.e. the value of the parameter \( \mu \) is amended, the state of equilibrium will vary smoothly: \( x_0 = x_0(\mu) \), as it remains stable, until at some important parameter value, for example \( \mu = 0 \), one of the roots of the characteristic equation becomes zero or a complex conjugate couple – purely imaginary. Upon further gradual variation of the bifurcation parameter (for example \( \mu \to +\infty \)), the equilibrium state loses its stability. Even if there appears another zero root, it can completely disappear. The theory of bifurcations must answer the question: how does the loss of stability occur –
hardly or softly? In other words, what the limit of stability is – dangerous or safe. In a hard loss of stability when
crossing the border of stability in a close vicinity to this limit, the asymptotic behavior of the dynamical system
completely changes. In the second case – soft loss of stability, the arisen changes are smaller than the less impaired
limit of stability. The answer to this question lies in the following: if at a critical value of the parameter, the
considered equilibrium state remains asymptotically stable, then the limit of stability is safe, and if the equilibrium
state does not remain stable (that is, if it is unstable), then the limit of stability is dangerous.

Bifurcation theory considers degenerate cases with small co-dimensionality [43, 89]. One reason is that the
number of different degenerate cases steeply increases with the increase in the co-dimensionality. For example, at a
bifurcation of equilibrium state with co-dimensionality one, there exist two different critical cases. If the co-
dimensionality is two, the critical cases become five. For co-dimensionality three, the cases are thirteen, as one of
them precludes explicit (in the form of formulas) criteria for stability. In co-dimensionality four or more, the number
of special cases cannot be calculated. Therefore, the study of such high degenerations in theory is inappropriate.

When a critical event is separate, bifurcation theory offers usually that the system be brought to a particular
(usually normal) form, which is most convenient to study its stability. Right parts of dynamical systems, if they are
brought in the form of polynomials, are in their normal form.

Usually, it is sufficient to store the polynomial to a certain low grade (4–5) degree. Thus, in general, for
nondegenerate systems, in determining the stability of their equilibria, it is sufficient to take only linear members. If
the co-dimensionality of degeneracy is one, in the critical cases have to be taken the square and the cubic members,
etc. Therefore, the general appearance of the normal form is:

\[ \dot{x} = \Lambda x + P(x) \]  

(1.10)

where, in critical cases, some of the eigenvalues of the Jordan matrix \( \Lambda \) are zeros or purely imaginary, and \( P(x) \) is a polynomial of degree not less than two:

\[ P(x) = P_1(x) + \ldots + P_n(x) \]  

(1.11)

To be stable in the critical case, the stationary solution of the system (1.10) is sufficient to have fulfilled i
equalities

\[ P_1(x) < 0, \ldots, P_n(x) < 0. \]  

(1.12)

Each critical case is determined primarily by the degree of degeneracy of the linear part of the normal form, i.e. how
many zero and purely imaginary eigenvalues the Jordan matrix \( \Lambda \) has. Further, the degeneracies in the nonlinear m
embers may be supplemented. For example, finding some coefficients of the polynomials \( P_k(x), k = 2, \ldots, n. \)

1.4.2 Bifurcations of Periodic Motions

We consider bifurcations of periodic movements in one-parameter dynamical systems. To make the examination
of these bifurcations more visual and closer to the bifurcations of the equilibrium state, we shall consider successive
images on a plane, intersecting the periodic trajectory. The image of the periodic trajectory on the intersecting plane
will be a fixed point, the stability of which is determined by the values of the multipliers of the linearized equation in
variations relating to the periodic trajectory [13, 46, 59, 86].

A bifurcation occurs when the absolute magnitude of one or more multiplicators is equal to one. In one-parameter
family of dynamical systems, cases of generality occur when:

1) one of the multipliers is equal to plus one;
2) one of the multipliers is equal to negative one;
3) a pair of complex conjugate multipliers having module plus one.

The case when at least one multiplier equals plus one is similar to the bifurcations of the equilibrium state. The consecutive image (Poincaré image) on the intersecting plane can be written as:

\[ x_{n+1} = x_n + R(x_n, \mu) + f(x_n, y_n, \mu) y_n, \]
\[ y_{n+1} = [A(\mu) + g(x_n, y_n, \mu)] y_n, \]  

(1.13)

where \( x \) is the coordinate of the turning into a unit multiplier, \( y \) are the other \( (n–1) \) phase coordinates, \( R(0,0) = 0, \) \( \frac{\partial R(0,0)}{\partial x} = 0, \) \( A(\mu) \) is a matrix whose proper numbers’ are smaller than module of one for all values of the bifurcation parameter.

In one-parameter systems, the nonremovable situation is

\[ l_z = \frac{\partial^2 R(0,0)}{\partial x^2} > 0. \]  

(1.14)

It leads to a dangerous border of the area of stability, as at $\mu = 0$ the periodic movement is described by the already existing at $\mu < 0$ saddle limit cycle. At the time of bifurcation a particular point of saddle-node type occurs. This is very similar (there is an analogy) to the bifurcation, where the stationary solution of a given dynamical system disappears. Certainly, there is also a significant difference. The closing of the unstable multitude of the complex limit cycle of a saddle-node type can only be of the following three types:

- **It can be self-limiting**, i.e. forming a non-rough homoclinic structure and then an even set of periodic movements must be present in its vicinity;
- **It can be a smooth or a non-smooth torus** (and a Klein bottle). On the torus are reeled phase trajectories that remain in the place of the missing cycle of a saddle-node type. If the invariant torus is smooth, the new attractor is fully defined. If a non-smooth torus is born after the time of bifurcation, the new limit set will contain an even multitude of saddle periodic trajectories, homoclinic trajectories, Poisson stable continuous trajectories, as well as stable limit cycles with small areas of attraction in phase space;
- **It can remain stable** in very small intervals of variation of the parameter. Moreover, for arbitrary small values of change of the bifurcation parameter, sequences of bifurcations will be observed. Therefore, under certain values of the parameter, it is impossible to show the new attractor.

The case, where one of the multipliers of the limit cycle at the time of bifurcation is equal to minus one, has no analogue with the bifurcations of the equilibrium state. Here the Poincaré map can be written in the form:

\[
x_i = \rho(\mu)x_i + a_1(\mu)x_i^n + a_2(\mu)x_i^{n+1} + f(x,y,\mu),
\]

\[
y_i = [A(\mu) + g(x,y,\mu)]y_i,
\]

(1.15)

where $\rho(0) = -1$, $\left| \rho(\mu) \right| < 1$ at $\mu < 0$ and $\left| \rho(\mu) \right| > 1$ at $\mu > 0$. In this case, the first Lyapunov quantity has the form:

\[
L(0) = -2a_1(0) - 2(a_2(0))^2.
\]

(1.16)

If $L(0) < 0$, the phase trajectories for which $y_i = 0$, at some point in time, form an invariant multitude – Möbius strip, in the middle of which lies the considered periodical movement $x_i = 0$. At $\mu > 0$, it produces a stable periodic movement with a period close to two. The image of this new movement on the intersecting plane will be a pair of stable fixed points in the point of origin that correspond to the limit cycle (that has lost its stability). The phase trajectories of the cycle with period two will consecutively pass through these two points. Therefore, this bifurcation is called "flip- light" and the loss of stability here is soft.

If $L(0) > 0$, then the already existing at $\mu < 0$ limit cycle of saddle type with a period close to twice the period of the periodical movement at issue, “bites” in the periodical movement at the moment of the bifurcation. Only the unstable periodic motion, with its unstable multitude – Möbius strip, remains after the bifurcation.

The third possible case of bifurcation of the periodical movement is similar to the bifurcations of the equilibrium state. This occurs when, at the time of the bifurcation, the two multipliers become equal to $\exp[i\phi(0)]$, where $\phi(0) \neq 0, \pi / 2, 2\pi / 3$ and $\pi$.

Then, if $g(0) < 0$, the limit of stability is safe, i.e. a two-dimensional stable torus is born at the point of bifurcation, which corresponds to the occurrence of an oscillation at a second frequency. The amplitude of the oscillation at the new frequency grows in proportion to the root of the post-critical parameter values.

When $g(0) > 0$, all proceeds analogously to the case of the hard birth of an auto(self)-oscillation, i.e. the previously unstable torus "comes from infinity" and, at the moment of the bifurcation, it merges with the considered cycle, transmitting to it its instability.

Despite all similarity between the considered bifurcations and these at steady-state of a focus type, there is also a number of essential differences and complicated features. For example, the invariant torus is a set, not a single trajectory. If we look at the image of the torus on the intersecting plane, it will be a closed curve. The full study of the dynamics of the phase trajectories on a torus is limited to examining the mapping of a circle on itself. The studying of the image of a circle was taken up by Poincaré, who introduced an important feature called number of returns $\rho(f)$ for

\[
f : S^1 \to S^1,
\]

(1.17)

where $f - C^*$ is a smooth image of the circle on itself. If the number of returns is an irrational number (this is the general case), then the image will not have periodic orbits. Such image is topologically conjugated and causes rotation of the circle at an angle $2\pi m / n$. The number of such orbits is not determined by the number of returns. Furthermore, the smoothness of the saddle separatrices coming from the saddle to the node is terminal (to some extent) and is the smaller, the farther away from...
the bifurcation value of the parameter it is considered. In amending the bifurcation parameter, the number of returns will be amended irreversibly and, also as in the one-parameter dynamical systems, cases of irrational and rational returns will occur sequentially. The distinction between these cases is virtually impossible. The reduction in smoothness at the increase in the post-critical values of the bifurcation parameter ultimately leads to the destruction of the two-dimensional torus. For the bifurcation where the two-dimensional torus is terminated, it is known that a three-dimensional torus is born there, which may be considered to be an exceptional phenomenon. To understand best what is happening in the case of a rational number of returns, a two-parameter perspective should be used, i.e. it should be considered how the nature of the phase trajectories is amended at the simultaneous change of both \( m \) and \( n \).

On the plane of these parameters, areas of existence of periodic trajectories can be separated, twisting at \( n \) turnovers about the primarily concerned cycle, making \( m \) cross turnovers. This phenomenon in the theory of dynamical systems is called resonance. More specifically, the resonance is called a random proportion of the form:

\[
a_i = \sum_{i=1}^{\infty} K_i a_i,
\]

(1.18)

where \( a_i \) are natural numbers. The number \( q = \sum_{i=1}^{\infty} K_i \) is called order of the resonance. In particular, if \( a_i = 0 \), then we have resonances of random order, as it is in the present case. In resonance of a high order \( q > 4 \), each area of existence of periodic solutions goes out of the unit circle of the complex plane in the points \( \exp\left(i2\pi^{n+1}\right) \). The distance \( l_1 \) reached by these points is

\[
l_1 = \frac{e^{\frac{1}{n}}}{l^n},
\]

(1.19)

i.e. it is very small. Therefore, in general, the loss of stability of a limit cycle for a one-parameter dynamical system is the birth and disappearance of an infinite number of cycles with a large period.

An exception, are the cases of strong resonance when \( q \leq 4, \phi(0) = 0, \frac{\pi}{2}, \frac{2\pi}{3}, \pi \).

1.4.3 Global Bifurcations

We shall examine more sophisticated bifurcations for the understanding of which it is insufficient to consider small local surroundings near the equilibrium states or the limit cycles [1, 23, 43, 46, 59, 81, 86, 88].

These bifurcations are global. They lead to qualitative change in the stable and the unstable manifolds of the states of equilibrium and / or the limit cycles. One of these situations is the occurrence of a loop of the separatrices of one and the same saddle (steady state). It is here that we will deal in more detail with the bifurcations emerging in this situation.

Let \( \lambda_1, \ldots, \lambda_n \) are the roots of the characteristic equation in the equilibrium state of saddle type and \( \text{Re} \lambda_i < 0 \) for \( i = 1, \ldots, (n-1) \) and \( \lambda_n > 0 \). The saddle values are

\[
\sigma_i = \text{Re} \lambda_i + \lambda_n < 0.
\]

(1.20)

Let at some (bifurcation) value of the parameter, one of the branches emerging from the saddle unstable separatrices goes back to the saddle and forms a loop (closed loop). After the bifurcation, one or more periodical trajectories of stable or saddle type occur in place of the loop. These periodic trajectories ride away from the trap of the separatrices. If the parameter is modified in the opposite direction, they merge into the separatice loop. The case where the closed loop is composed of separatrices of several saddles can cause the birth of periodic movements of the type considered just now.

Another bifurcation of this kind can occur when an equilibrium state of saddle-node type appears in the site of the stable limit cycle existing until the bifurcation. For post-critical parameter values, this loop, which until the bifurcation is stable, breaks with the formation of two equilibrium states – a saddle and a node in the vicinity of the saddle-node. They are bound in a closed loop by the unstable separatrices of the saddle. This loop remains stable because the bifurcation border is safe, i.e. the distance between the saddle and the node grows smoothly in proportion to the post-critical values of the bifurcation parameter.

1.4.4 Sequence of Bifurcations; the Occurrence of Chaos in the Dynamical Systems

The bifurcations in the dynamical systems can be divided into three types [38, 46, 59]:

1) bifurcations not originating from the Morse-Smale class of systems;
2) bifurcations in a class of systems with non-trivial hyperbolicity;
3) bifurcations associated with the transition from Morse-Smale to systems with non-trivial hyperbolicity.

The first two bifurcations are well studied, resulting in the proof that systems of Morse-Smale type and systems with non-trivial hyperbolicity (having stochastic (chaotic) behavior) can form open areas in the parameter space in which areas the systems are structurally stable. Bifurcations of a new type that lead to transition from one class to
another class of systems are observed on the boundaries of those areas. Along with this, there may be areas in which there are no structurally stable systems in the parameter space of the systems. In these areas, bifurcations occur with the slightest modification of the parameters (close to zero). Among these bifurcations, there may exist such that lead to transition from Morse-Smale type to chaotic and vice versa.

Bifurcations leading to transition from Morse-Smale systems to systems with non-trivial hyperbolicity are of particular interest because they can explain the mechanisms of emergence of chaotic properties in deterministic dynamical systems, in particular the onset of turbulence in a fluid. The motion on an $n$ dimensional torus (if $n$ is big enough) seems as turbulent.

From the theory of non-linear asymptotic methods in mechanics, it is known that multi-periodical movements forming stable toroidal manifolds are possible.

As stated, in the bifurcation of periodic movement, an invariant torus can be born possessing extreme smoothness and, in the general case, at big enough post-critical parameter values, it is destroyed. Ruelle and Takens [81] demonstrated that usually, instead of the birth of a three dimensional torus (in the beginning their theorem has been demonstrated for torus of dimension not less than four), the occurrence of a strange attractor following sequence of bifurcations in systems of the Morse-Smale type, passing into systems with non-trivial hyperbolicity with unlimited number of frequencies, should be anticipated.

Modern bifurcation theory allows addressing fully the issue of determination of the main types of boundaries separating the areas with structurally stable systems of Morse-Smale from the areas of structurally stable systems with non-trivial hyperbolicity in parameter space.

The cases related to the occurrence (or disappearance) of homoclinical structures are studied very well. The time of occurrence of the homoclinical structure in Morse-Smale systems precedes the appearance of non-rough, i.e. having purely imaginary roots equilibrium state or periodic movement with multiplicators on the unit circle. Usually, only one equilibrium state of saddle type enters into the homoclinical contour, and the transversality of the intersection of the stable and unstable manifolds of the periodic movements (existing in the vicinity of the homoclinical loop) is broken only in one direction.

The limit at issue may be attainable and unattainable. We shall explain what this means. Let the point $z^0$ of parameter space of a dynamic system and is part of a hard (with co-dimensionality one) limit $H^1$, i.e. $z^0 \in H^1$. This boundary in parameter space divides Morse-Smale systems from stochastic systems. This means that a sphere $U$ with the center $z^0$ can be found, which divides the boundary $H^1$ into two parts $U^+$ and $U^-$. The bifurcation boundary $H^1$ is called attainable in point $z^0 \in H^1$ from the areas $U^\pm$, if there exists a small vicinity $U_\varepsilon \subset U$, $z^0 \in U_\varepsilon$ such that for an arbitrary curve in the parameter space of the parameters $\mu, z^\pm$, for $0 \leq \mu \leq \mu_0$, then $z^\pm = z^0$ and $z^\pm \in U_\varepsilon \cap U^\pm$ at $\mu = 0$, the systems $z^\pm$ are topologically equivalent for each $\mu$ and $\mu$ in this interval for $\mu$, i.e. $z_{\mu} \to z^\pm_{\mu}$ at $\mu \to \mu$. The bifurcation boundary is called unattainable if topologically non-equivalent systems can be found on a randomly chosen curve. In other words, if the limit is attainable, a transition from the field of the structurally stable systems of Morse-Smale to the areas with structurally stable systems with non-trivial hyperbolicity is carried out. However, if the limit is unattainable, then at an infinitesimal variation of the parameters, an infinite multitude of bifurcations and dynamical systems with stochastic behavior that are structurally unstable, emerge.

The bifurcation surfaces associated with the appearance of homoclinical structures are attainable [23, 86].

A typical sequence of bifurcations associated with attainable bifurcation boundary and transition from systems of Morse-Smale to stochastic systems is the following: at value $\mu^*$ of the bifurcation parameter, a complex special point of saddle-node type occurs from the hardened phase trajectory, which breaks up in two rough specific points – a stable and a saddle one. Then at $\mu^* > \mu^*$, a stable limit cycle is born from the stable state of equilibrium with a doubled period. Further, for $\mu^* > \mu^*$, the limit cycle loses stability and a limit cycle with doubled period is born in its vicinity. In a further change in the parameter, sequences of bifurcations of doubling of the period are observed, as at some $\mu^*$ there will exist an even number of saddle periodic movements with periods $T, 2T, 2^2T, ..., 2^nT$ for random positive integers $n$.

Another possible scenario for transition to systems with non-trivial hyperbolicity is connected with the destruction of an invariant two-dimensional torus. In examining the image of the torus on an intersecting plane (in that image has the appearance of a circle), the sequence of bifurcations can sometimes be reduced to the already observed one, i.e., a fixed point first with period two, then with period $2^2$, etc. appears in the image of a circle on itself.

As a conclusion of this part, we shall emphasize on the principal difference between stability and structural stability:

In the stability case, it is investigated whether at small perturbations (which are expressed with variations of the initial conditions of the differential equations) the phase trajectory remains in a limited area (not necessarily small) in the region of equilibrium states, limit cycles or other trajectories, limited in space, including chaotic trajectories.

In the structural stability case, we are interested whether at small perturbations in the right hand sides of the differential equations, the mutual phase space disposition of the specific trajectories (equilibrium states, limit cycles, separatrices, etc.), related with the change in their character (stable or unstable), as well as with their disappearance, or with the appearance of new specific trajectories, is altered.

For the time being, in greatest detail and precision is studied the structural stability of two-dimensional dynamical systems. In the literature, the corresponding task is known as investigation of the qualitative behavior of a two-dimensional dynamical system, depending on the variation of one parameter. There also exist results, concerning the problem of the dependence of the behavior upon two parameters, which generates expectations for a possible advance in the application of the notions of stability and robustness in a rigid body with one point fixed (gyroscope).

2. Dynamical Behavior of Rigid Body with One Fixed Point (Gyroscope). Historical Chronology and Basic Theoretical Results

It is well-known that one of the simplest and most important types of dynamical systems is a rigid body. In the case that a rigid body has one fixed point (and the particles in the rigid body are not all collinear), three coordinates are required to specify the configuration (orientation) of the body. It follows that if such a body is acted on by a known set of forces, three independent equations of motion are required to determine the motion. Hence, a sufficient set of equations is provided by the vector equation

$$\mathbf{E}(0) = \mathbf{\Psi}(0),$$

(2.1)

where $\mathbf{E}(0)$ is the net external torque with respect to the fixed point $O$ of rigid body rotation, $\mathbf{\Psi}(0)$ is the angular momentum with respect to the point $O$, and the dot represents the time rate of change as noted by an observer fixed in an inertial frame [31, 33]. If a rigid body has no fixed point (and the particles are not collinear), six coordinates are required to specify the configuration of the body: three to specify the position of a point in the body, and three to specify the orientation of the body.

If the particles in a rigid body are collinear, one less coordinate is required to specify the configuration than is required for a rigid body in which the particles are not all collinear. Thus, in this special case, if no point is fixed, five coordinates are required.

2.1 Forces

In mechanics and control theory the problem of force influences over the dynamics of stationary (autonomous) and unstationary systems is important. We will employ potential forces $F_p$, dissipative forces $F_d$ and gyroscopic forces $F_g$. The first two forces take care of convergence to the target point and the gyroscopic force handles the obstacle avoidance [26]. Mathematically, the three forces $F_p, F_d$ and $F_g$ can be written in the following form:

$$F_p = -\nabla U(q), \quad F_d = -D(q, \dot{q})\dot{q}, \quad F_g = S(q, \dot{q})\dot{q},$$

(2.2)

where $U$ is a (potential) function, the matrix $D$ is symmetric and positive-definite, the matrix $S$ is skew-symmetric, $q$ is the position and $\dot{q}$ is a velocity vector.

Gyroscopic forces have two useful perspectives in the dynamics of mechanical systems: (i) they create coupling between different degrees of freedom, just like mechanical couplings; (ii) they rotate the velocity vector just like magnetic field acting on a charged particle. The first interpretation regards the matrix $S$ in (2.2) as an interconnection matrix and the second interpretation considers $S$ as an infinitesimal rotation. Note that gyroscopic forces are very useful in the stabilization of dynamical systems, because they are unpotential forces with zero power.

2.2 Lagrange Formalism for the Description of the State of a Dynamical (Mechanical) System

It is well-known that formalism of classical mechanics underlies a number of powerful mathematical methods [32]. In the frameworks of classical and quantum theories, the Hamiltonian and Lagrangian formulations can be used as the first one gives a somewhat clearer geometric picture of classical dynamics.

Around year 1790, Lagrange introduced generalized coordinates $(q^1, ..., q^n)$, their velocities $(\dot{q}^1, ..., \dot{q}^n)$, and the so-called Lagrangian $L(q^i, \dot{q}^i)$ (which is often the kinetic energy minus the potential energy) to describe the state of a mechanical system. The proposed equations of motion have the form

$$\frac{d}{dt} \frac{\partial L}{\partial \dot{q}^i} - \frac{\partial L}{\partial q^i} = 0,$$

(2.3)

and now they are called Euler-Lagrange equations. The Lagrangian method was introduced as a powerful alternative to the Newtonian method for deriving equations of motion for complex dynamical system [16, 21, 31]. Forty years later, Hamilton realized how to obtain these equations from a variational principle.
called the principle of critical action, in which the variation is over all curves with two fixed endpoints and with a fixed time interval \([a, b]\).

It is well-known that the collection of pairs \((q, \dot{q})\) may be though as of elements of the tangent bundle \(TQ\) of configuration space \(Q\). Some authors call \(TQ\) as “the velocity phase space” [21, 70]. For mechanical systems like the rigid body, coupled structures etc., it is essential that \(Q\) be taken to be a manifold and not just Euclidian space.

The Legender transform (that is, change the variables to the cotangent bundle \(T^*Q\)) is

\[
P_i = \frac{\partial L}{\partial \dot{q}_i}. \tag{2.5}
\]

Hence, the Hamiltonian can be defined by

\[
H(q^i, p_i) = p_i \dot{q}_i - L(q^i, \dot{q}_i). \tag{2.6}
\]

Then the Euler-Lagrange equations (2.3) become Hamilton’s equations

\[
\dot{q}_i = \frac{\partial H}{\partial p_i}, \quad \dot{p}_i = -\frac{\partial H}{\partial q_i}, \quad (i = 1, \ldots, n). \tag{2.7}
\]

It is important to note that the symmetry in these equations leads to a rich geometric structure.

The Hamiltonian function \(H(q, p)\) defines the system and, in the absence of constraining forces and time dependence, is the total energy of the system.

Recall that the set of all possible spatial positions of bodies in the system is their configuration space \(Q\).

For example, \(Q\) for a three dimensional rigid body moving freely in space is \(SE(3)\), the six dimensional group of Euclidean (rigid) transformations of three-dimensional space, that is, all possible rotations and translations. If translations are ignored and only rotations are considered, then the configuration space is \(SO(3)\).

The description of the body’s orientation is space in terms of three angles between axes that are either fixed in space or are attached to symmetry planes of the body’s motion have been formulated by Euler [21, 37, 99]. The three Euler angles, \(\psi, \phi\) and \(\theta\) are generalized coordinates for the problem and form a coordinate chart for \(SO(3)\).

It is important to note here that Euler angles are not observed, and they are imaginary construction which can be in another form. For example, we can use the so-called Krilov-Bulgakov angles, where the sequence of rotations is: 1-2-3 (i.e. the first rotation is around first axes; second rotation is around second axes; etc.). For Euler’s angles we have: 3-1-3. Generally, the sequence of rotations can be:

- Class I: 1-2-3, 3-1-2, 2-3-1;
- Class II: 1-3-2, 2-1-3, 3-2-1;
- Class III: 1-2-1, 2-3-2, 3-1-3;
- Class IV: 1-3-1, 3-2-3, 2-1-2.

According to [21], we present the element \(A \in SO(3)\) giving the configuration of the body as a map of reference configuration \(B \subset \mathbb{R}^3\) to the current configuration \(A(B)\). For a rigid body in motion, the matrix \(A\) becomes time dependent and the velocity of a point of the body is \(\dot{x} = \dot{A}X = \dot{A}\dot{A}^{-1}x\), where \(X \in B\) is the label point. Since \(A\) is an orthogonal matrix, we can write

\[
\dot{x} = \dot{A}\dot{A}^{-1}x = \omega \times x, \tag{2.8}
\]

which defines the spatial angular velocity vector \(\omega\). The corresponding body angular velocity is defined by

\[
\Omega = A^{-1}\omega, \tag{2.9}
\]

where \(\Omega\) is the angular velocity.

The kinetic energy has the expression

\[
T = \frac{1}{2} \rho \int_a^b \left\| \dot{A}X \right\|^2 d\dot{X}, \tag{2.10}
\]

where \(\rho\) is the mass density. Since

\[
\left\| \dot{A}X \right\| = \left\| \omega \times x \right\| = \left\| A^{-1}(\omega \times x) \right\| = \left\| \Omega \times X \right\|, \tag{2.11}
\]

the kinetic energy is a quadratic function of \(\Omega\). Writing
defines the time independent moment of inertia tensor $I$, which, if the body does not degenerate to a line, is a positive definite $3 \times 3$ matrix, or better, a quadratic form which can be diagonalized. Its eigenvalues are called the principal moments of inertia which are distinct and uniquely define the principal axes. In this basis $I = \text{diag}(I_1, I_2, I_3)$.

The body angular momentum is defined as

$$\mathbf{\pi} = I \mathbf{\Omega},$$

so that in principal axes

$$\mathbf{\pi} = (I_1 \mathbf{\Omega}_1, I_2 \mathbf{\Omega}_2, I_3 \mathbf{\Omega}_3).$$

Assuming that no external moments act on the body, the spatial angular momentum vector $\mathbf{\pi} = A \mathbf{\pi}$ is considered in time. The Euler equations of motion for rigid body dynamics are given by

$$\dot{\mathbf{\pi}} = \mathbf{\pi} \times \mathbf{\Omega},$$

where $\mathbf{\pi} = I \mathbf{\Omega}$ is the body angular momentum and $\mathbf{\Omega}$ is the body angular velocity.

In the presence of external forces $F_i$, the equations (2.3) are

$$\frac{d}{dt} \frac{\partial L}{\partial \dot{q}_i} - \frac{\partial L}{\partial q_i} = F_i, \quad (i = 1, ..., n).$$

Note that if forces $F_i$ are derivable from a potential $U$ in the sense that forces can be incorporated into the Lagrangian by adding $-U$ to the Lagrangian.

### 2.3 Principal Axes of Inertia

In general, the center of mass inertia tensor $I$ can be made into a diagonal tensor with components given by the eigenvalues $I_1, I_2$ and $I_3$ of inertia tensor $\Pi$. These components (known as principal moments of inertia) are the three roots of cubic polynomial

$$I^3 - \text{Tr}(I)I^2 + \text{Ad}(I)I - \text{Det}(I) = 0,$$

obtained from $\text{Det}(I - I) = 0$, with coefficients

$$\text{Tr}(I) = I_{11} + I_{22} + I_{33}, \quad \text{Ad}(I) = ad_{11} + ad_{22} + ad_{33}, \quad \text{Det}(I) = I_{11}ad_{22}ad_{33} - I_{12}ad_{13}ad_{23} + I_{13}ad_{12}ad_{32},$$

where $ad_\alpha$ is the determinant of the two-by-two matrix obtained from $I$ by removing the $i^{\alpha}$ -row and $j^{\alpha}$ -column from the inertia matrix $I$, and $I$ is the unit tensor (i.e., in Cartesian coordinates, $I = \hat{x}_1 \hat{x}_1 + \hat{x}_2 \hat{x}_2 + \hat{x}_3 \hat{x}_3$). Note that $\hat{x}_1, \hat{x}_2$ and $\hat{x}_3$ are the Cartesian center of mass unit vectors. By denoting as $I'$ the diagonal inertia tensor calculated in the body frame of reference (along the principal axes), we find

$$I' = R I R' = \begin{pmatrix} I_1 & 0 & 0 \\ 0 & I_2 & 0 \\ 0 & 0 & I_3 \end{pmatrix},$$

where $R'$ is the transpose of the rotation matrix $R$, i.e. $(R')^T = R$. In the body frame, the inertia tensor is, therefore, expressed in dyadic form as

$$I' = I_1 \hat{x}_1 \hat{x}_1 + I_2 \hat{x}_2 \hat{x}_2 + I_3 \hat{x}_3 \hat{x}_3,$$

and the rotational kinetic energy is
Here \((\hat{e}_i, \hat{e}_j, \hat{e}_k)\) are unit vectors which from a new frame of reference known as the body frame.

A rigid body can be classified into one of three different categories [21]. First, a rigid body can be said to be a spherical top if its three principal moments of inertia are equal \((I_1 = I_2 = I_3)\) i.e., the three roots of the cubic polynomial (2.17) are triply degenerate. Next, a rigid body can be said to be a symmetric top if two of its principal moments of inertia are equal \((I_1 = I_2 \neq I_3)\), i.e. \(I_1\) is a single root and \(I_2\) are doubly-degenerate roots of the cubic polynomial (2.17). Lastly, when the three roots \((I_1 \neq I_2 \neq I_3)\) are all single roots of the cubic polynomial (2.17), a rigid body is said to be an asymmetric top.

The rate of change of rotational kinetic energy is expressed as

\[
\frac{dK'_r}{dt} = \omega \cdot \omega'.
\] (2.22)

According to [16, 18, 21, 63, 99] the rigid body relative equilibria correspond to steady rotational motions about their principal axes. Using the so-called energy – Casimir method, it is easy to show that the uniform rotation of a free rigid body about the longest and shortest principal axes is stable, while motion about intermediate axis is unstable.

### 2.4 Gyroscope. General States

**Definition:** Dynamically symmetric body with a fixed point and big enough own kinetic moment is called a gyroscopic.

It is known that the movement of a rigid body with a fixed point (gyro) in uniform force field is described by equations of the Euler-Poisson type having the form:

\[
\begin{align*}
I\hat{\omega} + \omega \times I\omega &= \sigma \times \gamma, \\
\hat{\gamma} &= \gamma \times \omega,
\end{align*}
\] (2.23)

where \(\omega = (\omega_1, \omega_2, \omega_3)\) is the vector angular velocity, \(r = (r_x, r_y, r_z)\) is the radius vector of the center of mass, \(\gamma\) is the single orthonormal axes of the vertical axes of the coordinate system associated invariably with the solid and starting from the fixed point \(O\), \(I = \text{diag}(I_1, I_2, I_3)\) is the tensor of inertia with reference to \(O\) and the same coordinate axes, and \(\sigma = mg\) is the force of gravity (Fig. 1).

Through the kinematic moment \(M = I\omega\), equations (2.23) can be represented in the Hamiltonian form, i.e.

\[
M_i = \{M, H\}, \quad \hat{\gamma}_i = \{\gamma, H\}, \quad i = 1, 2, 3,
\] (2.24)

and through the Poisson parentheses they have the form:

\[
\{M_i, M_j\} = -\epsilon_{ijk}M_k, \quad \{M_i, \gamma_j\} = -\epsilon_{ijk}\gamma_k, \quad \{\gamma_i, \gamma_j\} = 0.
\] (2.25)

\(H\) is the Hamiltonian representing the total energy of the body, i.e.

\[
H = \frac{1}{2}(AM, M) - \sigma(r, \gamma),
\] (2.26)

where \(A = I^{-1} = \text{diag}(a_1, a_2, a_3)\).

The Lie-Poisson bracket (2.25) is degenerate, as it has two Casimir functions, which have the form:

\[
F_i = (M, \gamma_i), \quad F_i = \gamma^i.
\] (2.27)

In vector form equations (2.24) can be written as:
Functions \( F_1 \) and \( F_2 \) are integrals of equation (2.28) at a random Hamiltonian \( H \), as for the equations of Euler-Poisson (2.23) they have a real physical and geometrical meaning. The integral \( F_1 \) is a projection of the kinetic moment on the fixed vertical axis and it is called the integral of the area in the dynamics of the rigid body. It is connected with the symmetry of rotation about a fixed vertical axis. The origin of the integral \( F_1 = \text{const.} \) is purely geometric. It represents the square of the module of the single orth of the vertical. In actual movements, the value of this integral is one, i.e. \( F_1 = \gamma^2 = 1 \).

There is an analogy between the Euler-Poisson equations and the equations describing the equilibrium of the infinitely thin, flexible cylinder (rod) [18, 63]. Kirchhoff first noticed this analogy, which in a sense allows interpreting the dynamics of the rigid body in space. More precisely, the study of the evolution of the system over time is replaced with an analysis of the shape of the elastic rod.

The Liouville integrability of the system (2.23) (and the system (2.28) and the Hamiltonian (2.26)) requires the existence of an additional integral. Many famous mathematicians and mechanical engineers (especially in the 19th century) have lost a lot of effort and time in search of that integral. After all, until today, its general form has not been found.

It turns out that there are real dynamical effects that prevent the integrability of these equations in the general case. There are several cases of integrability. The cases of Euler, Lagrange and Kowalevski are general cases of integrability [54], i.e. the additional first integral exists under restrictions set for the parameters (the matrix \( A \) and the vector \( r \)) for all initial conditions. The case of Goryachev-Chaplygin is a special case of integrability, as an equality to zero of the constant area, i.e. \( F_1 = 0 \) is necessary for the existence of the additional integral. The Hess case is connected with the existence of a linear invariant relation of \( M \) as regards \( F = 0 \), for which \( \dot{F} = AF = 0 \).

There are also a few particular solutions that are periodic and asymptotic movements.

In the general nonintegrable cases the body can accomplish periodic, quasi-periodic and complex chaotic motions. The study of these movements in phase space by using the methods of nonlinear chaotic dynamics is one of the main tasks of modern nonlinear mechanics [44].

3. Gyroscopic Stabilization

The study of the stability of the movement of mechanical systems under the action of various forces has a long history. Until now, significant results were obtained for autonomous systems; in [29, 71] the theorems of Thomson (Kelvin) -Tait-Chetayev are used. Practically, the stability of non-autonomous systems influenced by gyroscopic and dissipative forces is not studied well [73, 74].

Linear conservative gyroscopic systems have the form:

\[
M \ddot{x} + G \dot{x} + Kx = 0, \quad \text{or} \quad \left( \ddot{x} + \frac{G}{M} \dot{x} + \frac{K}{M} x = 0 \right),
\]

(3.1)

where the vector \( x \) represents the generalized coordinates, \( M \) is the mass matrix, \( G \) describes the gyroscopic forces and \( K \) potential forces. Also, \( M, G \) and \( K \) are real \( n \times n \) matrices with \( M^T = M > 0 \) (positive definite), \( G^T = -G \) (a skew-symmetric matrix) and \( K^T = K \) (symmetric matrix). The linear equation (3.1) is typical for small oscillations of a dynamical system in the region of an equilibrium point (\( x = 0 \)). The results on the problem of the stability of equilibrium can be found in [22].

It is well-known that gyroscopic forces can stabilize the unstable conservative systems, while they cannot destabilize a stable conservative system. In [29, 91], is shown that an unstable conservative system

\[
M \ddot{x} + Kx = 0, \quad K \geq 0,
\]

(3.2)

can be stabilized by gyroscopic forces if and only if the number of unstable degrees of freedom is even. Hence, when \( K < 0 \), then the dimension \( n \) must be even. Later, for this case in [60], Lakhdanov obtained that suitable stabilizing matrices are \( G = g_s G_s \), where \( \det G_s \neq 0 \) and \( g_s \) is a sufficiently large number. In the general case (with an indefinite \( K \)), an unstable conservative system can be decoupled by choosing modal coordinates, as we only need to stabilize the subsystem which has a negative definite stiffness matrix. In the generic case, all the eigenvalues of the matrix polynomial \( M \dot{\lambda}^2 + gG\dot{\lambda} - K \) are purely imaginary and simple. In the critical case, at \( g = g_s \), there exists a pair of double purely imaginary eigenvalues \( \lambda = \pm ip_s \) with a Jordan chain of length 2, while the remaining eigenvalues are simple and lie on the imaginary axis [83]. For \( n = 2 \) in (3.1), the exact critical
g_n = g_{n0} = \sqrt{\text{Tr}(K) + \text{det}(K)} = \sqrt{\lambda_1 + \lambda_2}, \quad (3.3)

where \(\lambda_1(K)\) and \(\lambda_2(K)\) are eigenvalues of the matrix \(K > 0\), when \(\det G = 1\). Here, it can be noted that the determination of \(g_n\) for \(n > 2\) is much more complicated and modern geometric methods must be used [83]. For \(n > 2\) it is an open question in which cases the Lyapunov’s stability conditions can be skipped [53].

In [51, 56-58], the influence of dissipative and nonconservative positional forces on gyroscopic stabilization is considered. It is obtained that the stability is extremely sensitive to the choice of a perturbation, while the balance of forces leading to asymptotic stability is not obvious.

Gyroscopic stabilization in the case \(K \leq 0\) was dealt in [41].

In [83], the mechanisms of transition between divergence, flutter and stability for several conservative gyroscopic systems with parameters were obtained, as in section 3 (of [83]) the authors proved a theorem, which states a sufficient condition for gyroscopic stabilization for conservative systems with an even dimension and with \(K > 0\).

For reduction to the non-autonomous case of (3.1) we make the replacement of variables, i.e.

\[ x = A(t)z, \quad A = \exp(-\Gamma t/2), \quad (3.4) \]

where \(\Gamma = \frac{G}{M}\). Thus, in the new coordinates \(z\), Eq. (3.1) takes the form

\[ \dot{z} + Q(t)z = 0, \quad Q = A^{-1}(P - \Gamma^2/4)A, \quad (3.5) \]

where \(P = \frac{K}{M}\). It is seen that after this replacement, Lagrange’s function

\[ L = \frac{(\dot{z}, z)}{2} - \frac{(Qz, z)}{2} \quad (3.6) \]

depends explicitly on time \(t\). Note that after making the inverse change (3.4) the Lagrangian (3.6) becomes the function

\[ L = \frac{(\dot{x}, x)}{2} + \frac{(\dot{x}, \Gamma x)}{2} - \frac{(Px, x)}{2}, \quad (3.7) \]

i.e. Lagrange’s equation with this Lagrangian is obviously identical with (3.1). Since the matrix \(\Gamma\) is skew-symmetric, the matrices \(A\) and \(A^{-1}\) are orthogonal. Thus, the problems of stability of the trivial solution of (3.1) and (3.5) are equivalent [55]. Assuming that the matrix \(Q(t)\) is periodic with respect to time, in [17, 50] the classical Thomson (Lord Kelvin) result on the impossibility of gyroscopic stabilization of the equilibrium \(x = 0\) for an odd degree of instability is derived from Hill’s formula, which relates the multiplier of the zeroth periodic solution of system (3.5) with its Morse index. In this connection, in [55] one useful extended Hill’s formula to the more general case (when the elements of the matrix \(Q\) depend conditionally-periodically on time) is derived.

When applied separately, dissipative and nonconservative positional forces destroy gyroscopic stabilization of a linear autonomous nonconservative system with even number for freedom [29, 49, 60]. On the other hand, their combination can make system asymptotically stable. It is well-known that the complexity of the choice of such a combination is associated with a Whitney umbrella singularity existing on the boundary of the gyroscopic stabilization domain of the nonconservative system. In [52], an approximation to the boundary of the asymptotic stability domain near the singularity is explicitly found and an analytical estimate of the critical gyroscopic parameter is obtained.

### 4. Nonlinear (Chaotic) Dynamics of a Gyroscope

The rotation of a rigid body with one fixed point in the absence of external forces, but in the presence of a viscous medium, is described by the following differential equation:

\[ M = M \times AM + BM, \quad (4.1) \]

where \(M\) is the vector of the kinetic moment of the selected coordinate system associated with the body, \(A = I^{-1} = \text{diag}(a_1, a_2, a_3)\), and \(B\) is a constant matrix. Such a formulation is acceptable for small angular speeds and simple geometric shape of the bodies; this condition does not cause any vortices. In the case of dissipation \(\text{div} < 0\),
$B$ fulfills the condition $TrB < 0$. In all other cases it determines a gyroscopic or control action. The above staging is studied in [64], as under certain parameter values in (4.1), two attractors coexist. The system (4.1) also has some special cases: 1) of Greenhill and 2) of Klein & Sommerfeld. Their trajectories lie on integrable surfaces. In more complex cases, (4.1) has two strange (chaotic) attractors [84].

A number of recent studies of the behavior of gyroscopic systems use the achievements of chaotic [19, 20, 28, 40, 76] and control theories [27, 35, 36, 39, 51, 96]. This allows to determine the critical (bifurcation) system parameters as well as to reveal new mechanisms in its behavior.

The system consisting of two (non-bearing and bearing) axis-symmetric rotors is subjected to a particular attention in research [3, 9, 14, 34, 75, 93]. This system has the following property: the mass distribution in space does not change and the tensor of the system remains constant at the relative motion of the non-bearing rotor. Such a system of rigid bodies is called gyrostat – see Figure 2. Under certain assumptions it can be shown that this system is close to the chaotic system of Lorenz, which was discovered in meteorology [40, 74].

A more general definition of a gyrostat was provided in [81] by Rumiantsev, i.e.

Definition: A gyrostat is a mechanical system $S$ which consists of a solid body $S_1$ and other bodies $S_2$ which are connected to it. These other bodies are either variable or solid, but their motion relative to the body $S_1$ does not alter the geometry of the mass system $S$.

According to [81], $S_1$ is the carrier or platform, and $S_2$ is a collection of axisymmetric rotors. Note that for solid gyrostats the rotors $S_2$ must be exactly axisymmetric (i.e. the inertia tensor of $S_2$ is independent of time) and for liquid gyrostats the fluid must be inviscid and of uniform density. The analogy is based on the Volterra equations of motion, a generalization of the Euler equations for rigid body motion about a fixed point. In rescaled variables, the Volterra equations of motion for a gyrostat have the form [42, 67, 74, 76, 92]:

$$
\begin{align*}
\dot{v}_1 &= -av_1 + bv_1 + pv_1 v_1, \\
\dot{v}_2 &= cv_1 - av_1 + qv_1 v_2, \\
\dot{v}_3 &= -bv_2 + av_2 + rv_1 v_2,
\end{align*}
$$

(4.2)

and $v_1, v_2$ and $v_3$ are state variables that describe the dynamics of the system. It is seen that (4.2) (like the Navier-Stokes equations) is quadratically nonlinear, and it possesses two quadratic integrals of motion and also conserves phase space volume. According to [92] (and reference there in), the Volterra gyrostat can be used as a “building block” for building higher order dynamical systems, by coupling together multiple gyrostats.

Taking into account Figure 1, the system (4.1) can be written in the form

$$
\begin{align*}
\dot{M}_1 &= c_1 M_1 + M_2 + c_3 M_3 M_3, \\
\dot{M}_2 &= -M_1 - c_3 M_3 + c_2 M_3 M_2, \\
\dot{M}_3 &= c_1 M_1 - c_3 M_3 M_2,
\end{align*}
$$

(4.4)

where $c_1 - c_3$ are constants. The system (4.4) enjoys the natural symmetry $(M_1, M_2, M_3) \rightarrow (-M_1, -M_3, M_2)$. The $M_3$-axis is invariant. All trajectories, which start on the $M_3$-axis remain on it.

The divergence of the flow (4.4) is

$$
D_3 = \frac{\partial \dot{M}_1}{\partial M_1} + \frac{\partial \dot{M}_2}{\partial M_2} + \frac{\partial \dot{M}_3}{\partial M_3} = c_1 (c_1 + c_3).
$$

(4.5)

The system (4.4) is dissipative, when $D_3 < 0$, i.e. $c_1 < c_1 + c_3$. It means that a volume element $D_3(t_0)$ is contracted by the flow into a volume $D_3(t) = D_3(t_0) e^{-c_1(t-t_0)}$. That is, as $t \rightarrow +\infty$, each volume containing the system trajectories shrinks to zero at an exponential rate (independently of the system states) $D_3 = -(c_1 + c_1 - c_3)$. Hence, all system trajectories will be confined to a specific subset of zero volume.

In [9, 45], the chaotic dynamics of an unbalanced gyrostat and of a torque-free rigid body in going from

minor axis to major axis spin under the influence of viscous damping and nonautonomous perturbations is investigated. Using the Melnikov’s function of the perturbed system for heteroclinic separatrix orbits the chaotization of the motion is proved.

5. Gyroscope Applications

Gyroscopic instruments are devices that use the properties of the gyroscope [72]. The main elements of each gyroscopic device are one or more gyroscopes with two or three degrees of freedom. The composition of the gyroscopic instruments also includes auxiliary devices correcting the position of the axis of the gyroscope or measuring the angles of their diversion.

The purpose of the gyroscopic instruments is quite diverse. A large group are the devices for gyroscopic stabilization (used in automatic control) of airplanes, ships, military torpedoes and missiles. As a rule, these devices contain an indicator (free gyro) registering the object deviation from the set course and a tracking power system that captures the signal indicator, amplifies it, and then transmits it to the power device. The power device returns the object to the specified course. Furthermore, the instrument may comprise a feedback system that reduces / enhances the degree of impact strength. The latter stabilization system is called an “indicator”. Such a system can be used to reduce the impact of sudden disruptions on the accuracy of the firing of cannons, set of vessels, aircraft or tanks, as well as spatial stabilization of artificial earth satellites [3, 98].

Depending on the type of materials and systems that are used in the manufacturing of the gyroscopes, the latter can be divided roughly into [65, 78, 98]:
- Mechanical (conventional) - see Figure 3;
- Optical (fiber optic gyroscope (FOG)) - see Figure 4;
- MEMS (micro-machined electro-mechanical system).

---

**Fig. 3.** A convention mechanical gyroscope (source: [98]).

**Fig. 4.** The Sagnac effect (if the sensor is undergoing a rotation then the beam travelling (dashed line) in the direction of rotation will experience a longer path to the other end of the fiber than the beam travelling against the rotation (solid line)). \(\theta\) is the angle through which the gyroscope turns whilst the beams are in flight (source: [98]).
In recent years, to determine the effect of magnetic fields on living matter (cells, tissues, physiological systems or whole organisms) the principles of the gyroscopic movement in the so-called molecular gyroscopes are used (see Figure 5) [11]. In [90], a superfluid gyroscope to explore rotational effects at the level of single quanta of circulation is proposed. On the other hand, in [65] the ultrahigh sensitivity of slow-light gyroscope is investigated. Slow light has been generated using electromagnetically induced transparency.

In [68, 97], the authors reported for a new dynamic test of the spin-spin coupling between a gyroscope and the Earth.

In papers [11, 47, 61, 69, 94], the problems of nonlinear dynamics, stability and control of different gyroscope systems are investigated. For example, in [12], the orbital stability of pendulum-like motion of a rigid body in the Bolylev-Steklov case is considered. In the case of oscillations with small amplitudes as well as in the case of rotations with high angular velocities the analytical results are obtained on the basis of a nonlinear analysis.

6. Conclusion

Gyroscopic effects play a major role on the dynamic behavior of various systems in physics, biology and the engineering sciences. The movement of a rigid body with one fixed point (gyroscope) can be pointed out as a typical example. By their nature, gyroscopic effects (forces) have a highly nonlinear character, which determines the difficulty (or in some cases the impossibility) of their modeling and approximation and calculation (study) using mechanical and mathematical models and trivial approaches. Our view on this issue is that a number of problems related to the investigation of the behavior and the study of the dynamic features of the gyroscopic models can be solved successfully by using the theory of dynamical systems. Therefore, our main goal in this review article was on the one hand, the disclosure of the characteristic features of the theory of dynamical systems, and the description of the specific properties of the movement (behavior) of a rigid body with one fixed point (gyroscope), on the other. From this examination, it becomes clear that a great part of gyroscopic systems can be regarded as dynamical.

For gyroscopic systems, it is important to find the conditions (parameters) that stabilize their movement (behavior), the intervals of change of these parameters and, not least, the bifurcation values determining the limits of their stability. Significant results have been attained in the case of linear (with arbitrary dimensionality (degrees of freedom)) and conservative nonlinear low dimensional systems. The same cannot be said for dissipative nonlinear gyroscopic systems. There are still no in-depth qualitative and quantititative analysis of their dynamic behavior – transitions from stable (unstable) to unstable (stable) condition, ways of occurrence of homoclinic and heteroclinic cycles, the route to chaos and more.
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